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• High mobility of ASs
• Diversity of the AS environment
• Non-IID data distribution among ASs
• Security and privacy risks

• An adaptive meta-learning
architecture is proposed to adapt to 
new environment.

• A peer-to-peer FL framework is 
developed to reduce privacy risks and 
support mobility of ASs.

• An initial shared model and 
personalized models for ASs are 
trained in the framework. 

Data is born at the edge
• Billions of smart devices generate data
• Data enables smarter models

Data processing is moving on edges
• Improved service latency
• Work offline

Emerging machine learning technologies
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