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Abstract: With the increasing complexity of short-term load forecasting in the power system, exacerbated by the integration of 
renewable energy sources and the influx of data from smart meters, traditional centralized load forecasting methods are grappling 
with challenges in scalability, data privacy, and security. The adoption of decentralised federated learning frameworks enables 
peer-to-peer load forecasting but increases attack surface and raises new privacy concerns, particularly the threat of inference at-
tacks from collaboration of neighboring devices during model training. To address these challenges, we have integrated Shamir’s 
secret sharing scheme within the decentralised federated learning framework, ensuring the preservation of privacy during the 
learning process. This method effectively safeguards individual user data without compromising the accuracy or efficiency of the 
forecasting models. Experiments based on real-world load datasets validate the effectiveness of the proposed algorithm. 

Key Words: Short-term load forecasting, federated learning, privacy preservation, decentralised learning 

1 Introduction 

The integration of renewable energy sources and more 
data from smart meters have significantly increased the 
complexity of electrical load forecasting, especially for the 
Short-term Load Forecasting(STLF). STLF is crucial for the 
effective operation and planning of electricity markets [1, 2]. 
Traditional centralised load forecasting methods are facing 
substantial challenges related to scalability, data privacy, and 
security, particularly as the volume of data and the number of 
connected devices continues to surge. Moreover, centralised 
data storage and processing are becoming increasingly un-

tenable due to the growing public and regulatory demand for 
data privacy and system security. 

Tracing back to eight years ago, the concept of Federated 
Learning(FL) has emerged as a promising paradigm, allow-

ing multiple stakeholders to collaboratively train a shared 
model while keeping their training data local [3–6]. Start 
from 2015, Konevcny et. al introduced Federated Optimiza-

tion as a new scenario for distributed machine learning op-

timization, developing a novel algorithm that addresses the 
challenge of efficiently communicating across a vast number 
of devices with unevenly distributed data, showing promis-

ing experimental results and setting a direction for future re-

search in this field [3]. Then, McMahan et. al advocated FL, 
which leaves training data on mobile devices and learns a 
shared model by aggregating locally-computed updates [4]. 
However, FL typically assumes the presence of a central 
server, which poses a potential bottleneck and a single-point 
failure, both in terms of performance and privacy. 

To address this gap, several researchers discovered dif-

ferent decentralised approaches that eliminate the central 
server, allowing for a fully peer-to-peer FL environment. 
While decentralisation reduces the risk of centralised data 
breaches, the transition to a decentralised framework intro-

duces new challenges, notably in the realm of privacy. More 
specifically, without coordination and orchestration by cen-

* corresponding author. 

tral server of data sharing, nodes have to share models with 
multiple neighboring nodes, which increases attack surface 
and may suffer from inference attacks from collaboration 
of neighboring attackers. To tackle the privacy issues, sev-

eral privacy preserving methods are proposed. For exam-

ple, Wang et. al proposed electricity consumption prediction 
models based on peer-to-peer FL, which enhance prediction 
accuracy while protecting user privacy by clustering house-

holds for personalized model training and analyzing Deep 
Leakage from Gradients attacks, demonstrating significant 
scalability and robustness against missing data [7]. Dong 
et. al introduced a Markovian Switching-based distributed 
training framework that effectively counters gradient leak-

age and poisoning attacks through the use of a Secure-

Aggregation algorithm and Distributed Markovian Switch-

ing topology, achieving load forecasting with reduced com-

munication complexity and high accuracy while protecting 
data privacy [8]. Nevertheless, the above distributed solu-

tions cannot guarantee accuracy compare to FL frameworks. 
The contributions of the paper are threefold: 

1) This paper develops the first consensus-based frame-

work that supports FL over fully decentralised load 
forecasting. That is, during the FL-enabled load fore-

casting process, the communications between the users 
are fully peer-to-peer (each user can only communicate 
with its neighbours) without a central server. 

2) This paper investigates the privacy issue of decen-

tralised load forecasting. The technique of Shamir’s se-

cret sharing is integrated with the consensus framework 
to facilitate privacy preservation in load forecasting. 

3) This paper conducts comprehensive experiments over 
real-world load forecasting datasets. A publicly acces-

sible repository of our method with all source code, 
datasets, and real-world experiments is provided. 

To this end, we explore the integration of Shamir’s secret 
sharing scheme within the FL framework in this paper, en-

suring that individual user data are not exposed during the 
consensus-based learning process. This method guarantees 
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that privacy is maintained without compromising the accu-

racy or efficiency of the forecasting models. 
2 Related Works 

Current research in STLF adopts centralized FL frame-

works such as Fed-SGD [9, 10] and Fed-Avg [11, 12]. One 
research direction is how to improve model performance and 
prediction accuracy by adjusting the number of users and 
training iterations [11]. Another mainly focuses on the ap-

plication of different clustering techniques, such as k-means 
[9] and clustering based on socio-economic factors [12, 13]. 
These studies examine the impact of various clustering meth-

ods and data grouping on the outcomes. 
Compared with traditional distributed machine learning 

where users directly upload their data to a central server, 
centralized FL enhances privacy by enabling collaborative 
training global model among nodes without the need to di-

rectly share their private raw data. In this approach, each 
edge node trains its local model with local dataset, and only 
the local parameters are shared across multiple clients and 
form the global model on a central server, thus preserving 
the local data from being shared with other nodes. How-

ever, while FL provides a certain level of privacy protection, 
it does not entirely guarantee data privacy. For example, at-

tackers may infer original data by analyzing shared gradi-

ents, model weights, or update information, posing a threat 
to privacy [14]. In STLF, Zhao et al.[15] design FL with Dif-

ferential Privacy (DP) to enhance privacy protection. Specif-

ically, they introduce additive noise into the training process 
of the Fed-Avg model to obfuscate data trend information. 
Based on this, DP is widely used in various FL in load pre-

diction, e.g. FedSGD [16], clustered variant FL [17]. How-

ever, the addition of interfering noise to protect privacy re-

duces the accuracy of the model’s predictions. 
For distributed system, many research [18–20] proposed 

to apply STLF to discrete systems to handle such massive 
and high dimensional load data increasing the timeliness of 
STLF. Distributed systems, by dispersing data across multi-

ple nodes, theoretically offer potential advantages in improv-

ing computational efficiency, enhancing system reliability 
and fault tolerance, and bolstering security and privacy pro-

tection. This approach reduces the risk of centralized data 
breaches due to the distributed storage of data. Specifically, 
in STLF applications, timely and accurate predictions are 
crucial for operational efficiency and system stability. How-

ever, in practical applications, without the implementation 
of appropriate security and privacy protection measures, di-

rect peer-to-peer communication between nodes may leave 
the system vulnerable to attacks by malicious nodes. These 
nodes can disguise themselves as normal ones to receive or 
send information by creating one or several fake identities. 
In particular, when there is cooperation between malicious 
attackers, it is possible to reconstruct rare information from 
the network. Therefore, while distributed systems could en-

hance privacy protection due to their design, it also requires 
careful consideration and implementation of effective pri-

vacy protection mechanisms in system design. 
In this paper, we consider the privacy presevering of FL 

for load prediction in the complete absence of central node 
coordination. In particular, a decentralised network model 
is privacy-protected using consensus algorithm and Shamir 

secret sharing [21]. The method is effective for convergence 
and encryption in problems such as regression analysis. We 
apply the distributed privacy preserving model proposed in 
[21] to STLF application. Using real-world load data, with 
a particular focus on innovative privacy-preserving mecha-

nisms and scalability of distributed models. 

3 Problem Statement and Preliminaries 

Consider a network of N devices, denoted by V  
{1, · · ·  , N}. The devices are connected by a communica-

tion graph G. Assume that G is time-varying, undirected 
and connected. Each device can measure its past power con-

sumption. The N devices aim to collectively use their past 
power consumption profiles to learn a load pattern for a fu-

ture time instant [22]. Nonlinear mapping models utilize past 
data for time series forecasting, i.e., the model only forecasts 
one hour in advance using electricity consumption data from 
the previous p hours. The inputs to the time series model are 
the consumption values for the previous p time steps and the 
outputs are the consumption values for time t in user i: 

p  
(t) (t−l)

Y = f( φtY , z) +  ε(t) (1)i i 

l=1 

where Y (t) 
is the prediction value at time t, φt is the influ-i 

ence parameters of the model, z is other variable that are cor-

related to Y (t) 
, k is the set time step and ε(t) represents the i 

error term. The learning problem is formulated as follows 

 1 
N 

(t) 
p 

(t−l)
min (Y − f( φtY , z))2 (2)i i
θ N 

i=1 l=1 

The power consumption profiles are confidential and can-

not be disclosed to untrustworthy devices. This paper aims to 
develop a novel framework such that the devices can imple-

ment load forecasting subject to the underlying communica-

tion topology while preserving privacy of individual devices’ 
power consumption profiles. 

3.1 Attacker Model 
Assuming attackers are semi-honest, meaning they adhere 

to all protocol rules without injecting, tampering with, or 
in any way compromising the integrity of exchanged data. 
However, they attempt to record and analyze exchanged pri-

vate data [23]. Additionally, attackers can collaborate with-

out violating the protocol, pooling their knowledge and data. 
This attacker model has been widely applied in various ap-

plications, such as privacy-preserving linear programming, 
distributed optimization, dataset processing, and consensus 
[24–27]. We assume that the communication links between 
users are secure. 

4 Algorithm Design 

This section provides the proposed privacy-preserving de-

centralised FL algorithm for STLF. The overall implementa-

tion framework is first introduced. Then, details of consen-

sus design and privacy design are illustrated. 

4.1 Implementation Framework 

To protect privacy, Shamir’s Secret Sharing algorithm [28] 
is used to aggregate users private model data without disclos-

ing personal data. In our problem description the model for 
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Algorithm 1: Privacy-preserving algorithm design that the matrix is doubly stochastic 

1 for t = 1; t ≤ T ; t = t+ 1 do 
2 foreach i ∈ V do 
3 User i trains θi 

(t)
; 

4 User i generates shares for all of its neighbors; 
5 User i encrypts the shares by the corresponding 

neighbors’ keys, and sends encrypted data to its 
neighbors; 

6 end 
7 foreach i ∈ V do 
8 User i computes si 

(t)
(0) and sends it to all of its 

neighbors; 
9 end 

10 for k = 0; k < K; k = k + 1 do 
11 foreach i ∈ V do 
12 User i updates its state; 
13 end 
14 end 
15 foreach i ∈ V do 
16 User i transforms the state back to signed real 

number; User i updates its local model. 
17 end 
18 end 

local load data is represented as single-user residential level 
and aggregated data is represented as substation level model 
prediction. Specifically, for each user’s secret s, it is divided 
into n shares using Shamir secret sharing and each user as-

signs one unique share of the secret to each neighbor. This 
algorithm ensures that the original information cannot be re-

constructed as long as the number of colluding attackers is 
less than the quantity of secret shares.That is, as long as a 
node has a neighbor who is a benign user, the node’s se-

cret will not be compromised. For the reconstruction in each 
user, collecting the shares from neighbor users to reconstruct 
the shared secret. Within the decentralised learning frame-

work, Metropolis-Hastings algorithm facilitates consensus 
for model update without a central authority, by employing 
secure communication links between users, thus ensuring the 
correctness of the aggregated model. 

4.2 Consensus Design 

To implement the basis for decentralised model aggrega-

tion, the states of all participants (i.e., model parameters θ) 
are converged to the average of all initial states through an 
iterative process. For each round t of model aggregation, the 
state of each participant is updated using a weighted adja-

cency matrix A(t). The update rule can be simplified as 

 
(t+1) (t) (t)
θ = a θ (3)i ij j 

j∈Ni(t) 

(t) (t)
where θ is the state of participant i at time t, N isi i 

the set of i neighbours at time t, and aij is the weight in 
the weighted adjacency matrix indicating the strength of the 
connection between participants. The weighted matrix is 
constructed using the Metropolis-Hastings method to ensure 

⎧ 
1 (t) ⎪ ifj ∈ N ⎪ (t) (t) i ⎨max(|N |,|N |)+1i j 

(t) 1aij = 1 − 
j∈N

(t) (t) if i = j(t) ⎪ i max(|N |,|N |)+1j⎪ i ⎩
0 otherwise 

(4) 
(t)

where |N | is the size of the set, i.e. the number ofi 

neighbours of node i. For all i and j, it holds j aij = 

i aij = 1. The eigenvector ν and the corresponding eigen-
(t)

value λ for a matrix A(t) = [aij ] ∈ R
N×N satisfy 

Aν = λν (5) 

Due to the nature of the double stochastic matrix:  
λ1 = 1  if n = 1  

|λn| < 1 otherwise 
(6) 

For iteration k → ∞:  
λk 
1 = 1  if n = 1  

(7)
λk → 0 otherwisen 

After a sufficient number of iterations, only the influence of 
the eigenvector corresponding to λ1 remains, while the influ-

ence of the other eigenvectors vanishes. The matrix (A(t))k 

converges to a particular steady-state distribution. 

4.3 Privacy Design 

Shamir’s Secret Sharing (SSS) utilises Lagrange interpo-

lation, which allows a secret to be split into multiple parts. 
Only when a sufficient number of secret shares have been 
collected can the original secret be recovered. For each re-

ceiving node (neighbouring user in this model), the for-
m j(t)

mula for generating share S =  , SSSalg( ) isi=1 i 

as follows 

m−1 , SSSalg( ) = s+c1 + · · ·+cm−1 mod p (8) 

where the original sharing secret s
(t)
(0) = i∈V i 

10σθ(t) in this model, p is a sufficiently large i∈V 

prime number, cm is random coefficients and within a lim-
j(t)

ited field of size p.Each user i send S to its neighbor and i 

receive 
j∈|N | Sj

i(t) 
from its neighbor. The reconstructed (t) 

i 

new state s(t)(0) shown as:i 

m  
(t) i(t)
si (0) = SSSalg(0) = Sj · li(0) mod p (9) 

i=1 

where li(0) is Lagrange basis polynomials 

− j
li(0) = mod p (10) 

i − j
1≤j≤m,j =i 

The process of rebuilding secrets requires at least m sharing. 

5 Simulation 

5.1 Data Sources 

Our case study focuses on the Smart Metering Electricity 
Customer Behavior Trials, as referenced by [29]. This study 
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encompasses more than 5,000 participants from Irish homes 
and businesses throughout 2009 and 2010. Their power us-

age was recorded in half-hour increments by smart meters. 
The most extensive period of data collection stretched from 
January 1, 2009, to June 30, 2010. Following the processes 
of data cleansing and grouping, we chose 30 households to 
represent an ideal energy community. This selection was 
narrowed down from 30 homes that consistently clustered 
together across various methods and achieved a high rating. 

In this case study, we employ a conventional non-

Independently Identically Distributed (non-IID) dataset in-

volving a considerable number of agents. Directly imple-

menting FL on the unprocessed dataset is neither feasible 
nor effective. Consequently, we utilized the K-means algo-

rithm to segment the dataset into smaller clusters as outlined 
by [30]. The clustering outcomes are depicted in Figure 1. 
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Clusters 

Cluster Distribution for K-Means 

Fig. 1: The clustering result with K-means. 

5.2 Experiment Setup 

Hardware Environment The simulation environment is 
as follows. On the hardware side, the simulation is per-

formed on a Lenovo ThinkPad laptop computer with Intel® 

Core™ i7-1360P CPU at 2200 MHz. On the software side, 
the simulation is performed on MATLAB R2021b. 

Network for local training For load forecasting algo-

rithm, we use time series algorithm. Time series algorithms 
applied to describe the time and load values were initially 
proposed by Box et al [31], and are widely used in deep 
learning prediction models for big data such as CNN [32], 
LSTM [33], and DBN [18, 34]. The structure begin with a 
48 dimensional feature input layer. The core of the network 
consists of a sequence of fully connected layers paired with 
ReLU activation functions. The first combination includes a 
fully connected layer with 100 neurons, followed by a ReLU 
layer, introducing non-linearity and enabling complex pat-

tern recognition. The second set repeat this module, where 
the fully connected layer contains 50 neurons, followed by 
another ReLU layer. A final fully connected layer with a 
single neuron compiles the features into a singular output. 

5.3 Consensus Results 

Between the decentralised network nodes, the locally 
trained network model layer parameters is recorded as in-

formation exchange. The local parameter θ(t) 
of node i as:i 

L  
(t) [l] [l]

θ = {Wi , bi } (11)i 

l=1 

L is the total number of layers in the network. For global 
model aggregation FL, theoretic global model is recorded as 
θ and practical global model with private exchange in Alg. 

(̃t)
is recorded as θi . 

Time-Varying dense topology structure By convex 
combination from permutation matrices, we generate a set 
of dense doubly stochastic matrices as time varying simula-

tion of node connectivity, and apply the above STLF data to 
validate the convergence of the algorithm. Fig 2 shows the   (̃t)
trajectories of maxi∈V  θi 

t = 1 
5000 

0 
0 2 4 6 8 10 

k 
t = 3 

5000 

0 
0 2 4 6 8 10 

k 
t = 5 

5000 

0 0 
0 2 4 6 8 10 0 2 4 6 8 10 

k k 

Fig. 2: Training performance on DNN models 

IEEE 37 Bus test system IEEE 37 bus system[35], repre-

sents a typical medium voltage suburban distribution system. 
The connection situation is shown in Fig3. In this scenario, 

710 

Fig. 3: connection situation of IEEE 37 Bus 

each bus acts as a user, conducting local data processing, 
model training and secret exchange. The system encom-

passes both residential and commercial loads, providing a di-

verse set of load connection for FL model predictions. From 
Fig 4, case IEEE 37 bus system exhibits a relatively slow 
model convergence, requiring about 2000 training rounds to 
converge, due to its sparse communication topology. In this 
connection structure, only a few nodes have direct commu-

nication links, with most elements in the weighted adjacency 
matrix A(t) being zero. Regarding 4.2, the convergences of 
model depends on the spectral radius of A(t). Specifically, 
(A(t))k describes the effect of information propagation be-

799 
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 − θ(t)  for t = 1, ..., 6. Case 
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Fig. 4: Absolute difference trajectories in Case IEEE 37 Bus 

tween nodes after k rounds of communication. If A(t) con-

verges to a stable state for a sufficiently large k, it implies 
that the global model converge. The results show slow diffu-

sion of information in sparse network,which leads to slower 
updating of the global model. In contrast, the speed of infor-

mation propagation and model convergence is faster in dense 
communication topology structure. 

5.4 Correctness and Time Overhead 

The canonical training algorithms use FedAvg [4]. In the 
centralized case, the central server receives the weights and 
it aggregates and averages them to reach new consensus. In 
our algorithm, each node decrypts and averages the received 
secret share s(t) 

after receiving it. It can tell from Fig. 5 that i 

Training RMSE
0.15 

0.14 

0.13 

0.12 

0.11 

0.1 

0.09 

0.08 

0.07 

Fig. 5: Training performance of different algorithms 

the results of decentralised FL encryption using Metropolis-

Hastings and Shamir’s Secret Sharing are almost equal to 
the correctness of the model with weighted aggregation by 
a central server. This shows that in terms of the correctness 
of the predicted results, our model shows exhibits the same 
high rate of correctness with the baseline FedAvg. In con-

trast to FedAvg, our model can be applied to a wide range of 
topologies without a central node, with the additional pro-

tection of model privacy. Compared to non-FL models, Fe-

dAvg and FedSSS models have difficulty learning common 
features during initial training due to distributed data hetero-

geneity. The generalization ability gradually increases in the 
later stages of training, but this is not the main part of our 
discussion. 

The total number of parameters of neural network in the 
three fully connected layers in 5.2 is n = (48 + 1) ∗ 100 + 
(100+1)∗50+(50+1)∗1 = 10001. We simplify by reduc-

ing number of neurons in each fully connected layer to test 
the operation of Alg. with different number of parameters. 
From the results in table 1, it can tell that the algorithm is 
still efficient in high level training network and with slightly 
difference from simplified network. 

In another dimension, we compared the running time per 

0 500 1000 1500 2000 

k 

Centralized 
FedAvg 
FedSSS 

0 20 40 60 80 100 

Epoch 

R
M

S
E

 

node per round for different number of iterations. The num-

ber of iterations taken depends on densy of topology, for 
example, in Case IEEE 37, K=2000 applied. It shows that 
the algorithm is suitable for simulated topological and real 
power systems. Therefore, it is computationally efficient for 
sparse networks that may require a large number of consen-

sus iterations. We also recorded the training time of baseline 
FedAVG application on our load prediction data, which was 
approximately 316.35s. The time for encryption and con-

sensus is almost negligible compared to the training process. 

Table 1: Breakdowns of computational overhead under dif-

ferent communication topologies and layer neurons number, 
where n is the number of model features, K is the number 
of consensus iterations, t1 represents the time of construct-

ing the weighted adjacency matrix, t2 represents the time for 
generating and sharing the secret shares, and t3 represents 
the time for reaching the consensus process. All computed 
per user per round. 

n t K = 10  K = 150 K = 2000 
2501 t1 

t2 
t3 

0.0001 
0.0005 
0.0009 

0.0002 
0.0006 
0.0090 

0.0002 
0.0005 
0.1082 

5421 t1 
t2 
t3 

0.0002 
0.0008 
0.0026 

0.0002 
0.0010 
0.0186 

0.0002 
0.0009 
0.1823 

6381 t1 
t2 
t3 

0.0002 
0.0010 
0.0028 

0.0002 
0.0014 
0.0316 

0.0002 
0.0013 
0.2780 

10001 t1 
t2 
t3 

0.0002 
0.0014 
0.0051 

0.0002 
0.0022 
0.0426 

0.0002 
0.0017 
0.3931 

6 Conclusion 

This paper tackles the challenges of decentralised learn-

ing and data privacy in STLF by incorporating Shamir’s se-

cret sharing scheme into the FL framework. This innova-

tive approach safeguards user data privacy during the fore-

casting process without sacrificing model accuracy or effi-

ciency. Validated by experiments on real-world datasets, our 
findings highlight the potential of integrating cryptographic 
techniques with machine learning to enhance privacy in dis-

tributed systems. The effectiveness of our proposed solu-

tion not only addresses current concerns within the power 
system domain but also sets a precedent for future advance-

ments in privacy-preserving technologies across various sec-

tors. Moving forward, this work lays the foundation for ex-

ploring more sophisticated cryptographic methods and op-

timizing FL models to further balance privacy with analyti-

cal performance, promising a more secure and efficient data-

driven future. 
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