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Federated Learning (FL)

FL is capable of leveraging distributed personalized datasets from multiple clients
to train a shared global modelin a privacy-preserving manner

Problem: FL systems can be vulnerable to various
kinds of failures and attacks (data poisoning and
model poisoning).
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Impact: reduce model accuracy, quality of user
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SOTA: Robust learning and adversarial client detection

Challenges:

* Clients upload unreliable model updates intentionally or unintentionally.

* Localresource heterogeneity (Non-IID data distribution )

« Attacks are complex -discrete, colluding, multi-layered, moving-target behavior
« Dynamic environments (mobility, join-leave behavior, etc.)

Data Poisoning

Local data

Local data

Model Poisoning

Poisoned model
parameter

Model
Aggregation

Robust Federated Meta Learning Framework

Develop a robust and adaptive federated meta-learning framework (RAFL)

against adversaries

Contributions :

* Arobust-by-design federated meta-learning architecture is proposed to
adaptively defend against a range of adversarial attacks.

* Acomposite rule-based and learning-based detection method is
developed to effectively identify adversarial clients via ranking domain
and low-dimensional embeddings.

* Anadaptive model aggregation method is proposed to aggregate the
global model by considering the degree of similarity between the meta-
model and calculated mean model to resilience attacks.

Encoder Decoder
qa(zlx) p(xlz) Reconstruction error
Mean Latent vector MSE (X, X’)
z~q(z|x)
| SO -
x (@ — f—EORS i Anomaly |
Score

f ,,,,,,, i

Latent space
Similarity of latent

Input +-------- XmX -==---- ’» -~>Reconstructed  vector KL(Z, Z')
input 4
. =
« ¢, Lancaster - ecanteld
B e  University Crversty

UKRI
Engineering and .. ‘. Trustworthy e ®

Physical Sciences [ ) Autonomous & »

Research Council ... Systems Hub ® ®

RAFL System Model

,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Qclients

N i
Downloaded i
Model 6* :

- / N e /

Local Dataset = —]

Inner loop 1

IDownIoad Model

2 ) Detection Models

QR +

Static rules

Online VAE learning

3 ) Similarity-based Model Aggregation

Buiuiea ejsy pajesapa ubisag-Ag-}snqoy (|

; Oy
Robust 3 6 .
Aggregation \——':’ “ 92 Jnner loops
Outerloop -0,
Experimental Results

The experimental results demonstrate that our proposed RAFL framework is
robust by design and outperforms other baseline defensive methods against
adversaries in terms of model accuracy and efficiency.

- Noaftack —— RAFL —= FedAvg GeoMed === Kum  ——- No-defense

Gaussian noise attack

Sign flipping attack Little is enough attack

Zero gradient attack

Accuracy (%)

A1
y A 'S
AW

0 20 40 60 8 100 0 20 40 60 80 100 0 20 40 60 80 100 O 20 40 60 80 100
Communication rounds

Gaussian noise attack

Sign flipping attack

Little is enough attack Zero gradient attack

0
10 bishebbetlondhocidl  bMAML_A i

0
0 50 100 150 200 O 50 100 150 200 0O 50 100 150 200 0 50 100 150 200

Communication rounds

Accuracy (%)
N s
8

MLtraining = FLitraining  —— Per round time

We compare RAFL's training time with 40 *

other benchmark defence schemes.
Total training time of RAFL (detector, FL
training time) is less than SOTA.
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Conclusion

* We have proposed a robust FL framework against adversaries, which combined a
rule-based detection method and an online learning-based detection method to
effectively distinguish adversarial clients from benign clients.

Future Work

« Explore the applicability of the RAFL to multi-attacks and consider more
advanced ML models
* Develop a mobility-aware adaptive federated meta learning framework
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