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A MODEL BASED FLIGHT CONTROL SYSTEM DESIGN APPROACH
FOR MICRO AERIAL VEHICLES USING INTEGRATED FLIGHT TESTING
AND HIL SIMULATIONS

SUMMARY

In recent decade, urban air mobility has an increasing demand in passenger and cargo
transportation in the urban airspace. One of the most critical factors in urban air
mobility concept is operation safety which requires reliable flight control and guidance
system and predictable mathematical model of the aerial platform. To provide these
requirements, developing and using a verified design workflow becomes quite crucial.
In this thesis, mathematical modeling, flight control system design and test workflow
is applied on tilt-rotor, fixed-wing and rotary-wing aerial platforms.

In the first part of this thesis, nonlinear mathematical model of a fixed-wing tilt-rotor
unmanned aerial vehicle (UAV) is developed which covers hover, transition and
forward flight phases. The model includes propeller-induced airstream effects on
the UAV body which are directly related to flight speed, rotor nacelle angle and
angle-of-attack. Momentum theory is used to calculate the propeller-induced airstream
characteristics such as output cross-section area and velocity. 2D aerodynamic
analysis is performed on the area that is affected by the propeller-induced airstream
because of the lack of finite-wing effects on this region. The obtained aerodynamic
parameters are embedded into look-up tables and used in the mathematical model.
3D aerodynamic analysis is also performed on the complete airframe geometry and
calculated parameters are used in the nonlinear model. Especially in the transition
flight phase, thrust and aerodynamic effects are acted together on the airframe and UAV
dynamics become quite complex. To provide the flight safety in the transition phase,
forward- and back-transition scenarios are developed by performing trim analysis for
each flight condition and required airspeed, angle-of-attack, nacelle angle and thrust
level are calculated. Then, a command-schedule is generated by using these vehicle
states which can be utilized as a reference signal set for the flight control system or
pilot cue. We evaluated the proposed closed-loop system in the developed nonlinear
simulation environment and flight tests.

In the second part of the thesis, system identification and model-based flight control
system design approach, in which flight testing and hardware-in-the-loop (HIL)
simulation are integrated into the design workflow, is applied on a fixed-wing micro
aerial vehicle (MAV). This approach relies on adaptation of system identification
and control system design methodologies from the manned aircraft domain. The
MAV is specifically designed for a surveillance mission in which a moving ground
or seaborne target, such as a track or a boat, is tracked fully autonomously from
a specified altitude by using a downward-facing body-fixed camera. We utilize a
design process in which the longitudinal and lateral mathematical models are identified
through open-loop system identification flight testing. These models are later used in a
multi-objective controller optimization scheme in which a control system is designed
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inline with the high performance tracking requirements. We have utilized a HIL
simulation system allowing comprehensive simulation and testing of designed control
and guidance algorithms before fully autonomous flight tests as to minimize cost and
crash risk. Both the proposed and legacy flight control systems are evaluated in actual
flight tests. The results demonstrate that the proposed design methodology and the
resulting control system provides superior reference tracking performance and robust
disturbance rejection in face of real-world conditions such as turbulence and winds.

In the third part of the thesis, we utilize a system identification, model stitching
and model-based flight control system design methodology for an agile maneuvering
quadrotor MAV technology demonstrator platform. The proposed MAV is designed
to perform agile maneuvers in hover/low-speed and fast forward flight conditions in
which significant changes in system dynamics are observed. As such, these significant
changes may result in considerable loss of performance in terms of reference signal
tracking and disturbance rejection. To capture the changing dynamics, we consider an
approach which is adapted from the full-scale manned aircraft and rotorcraft domain.
Specifically, linear mathematical models of the MAV in hover and forward flight
are obtained by using the frequency-domain system identification method and they
are validated in time domain. These point models are stitched by utilizing the trim
data and quasi-nonlinear mathematical model is generated for simulation purposes.
Identified linear models are used in a multi-objective optimization based flight control
system design approach in which several handling quality specifications are used to
optimize the controller parameters. Lateral reposition and longitudinal depart/abort
mission task elements from ADS-33E-PRF are scaled-down by using kinematic scaling
to evaluate the proposed flight control systems. Position hold, trajectory tracking
and aggressiveness analysis are performed, Monte-Carlo simulations and actual flight
test results are compared. It is shown that the proposed methodology provides high
precision and predictable maneuvering control capability over an extensive speed
envelope in comparison to classical controller design techniques.

In the fourth part of the thesis, closed-loop reference model (CRM) based adaptive
control algorithm is improved by using reinforcement learning (RL) method. In the
proposed system, an actor-critic agent is utilized to increase or decrease the observer
gain scaling factor by using tracking error observations from the environment. Several
simulation studies are performed on simplified longitudinal linear model of a transport
helicopter. For a quantitative comparison of the transient response performance,
key signal norms are calculated and results are evaluated. Monte-Carlo and the
worst-case analyses are performed to compare the transient response performance
of the adaptive systems in the presence of parametric uncertainties. It is shown that
the proposed RL-CRM method has superior transient response performance when
compared to the model reference adaptive control (MRAC) and optimized fixed-gain
CRM-adaptive systems. In addition, the control structure provides the possibility to
learn numerous adaptation strategies across various flight conditions rather this be
driven by high-fidelity simulators or through flight testing.
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KUCUK BOYUTLU INSANSIZ HAVA ARACLARI UZERINDE
SISTEM TANILAMA, UCUS KONTROL SISTEMI TASARIMI VE
DONANIM ILE BENZETIM UYGULAMALARI

OZET

Insansiz hava araclari, uzun yillardir askeri amach operasyonlarda oldukca yogun
olarak kullanilmaktadirlar ve gelecekte de bu uygulamalarin hizli bir sekilde artmasi
beklenmektedir.  Operasyonel riskleri ve maliyetleri oldukca diisiik seviyelere
cektikleri i¢in son yillarda sivil alanlarda da kullamimlar1 olduk¢a yayginlagmistir.
Hatta, hava trafik yonetimi ¢aligmalarindaki hizli gelismelere paralel olarak, insansiz
hava araclarinin gehir hava sahasina entegrasyonu c¢alismalar1 da baglamis, bircok
teknoloji firmas1 yatirimlarini bu yonde yogunlastirma karart almiglardir. Giintimiizde
kargo ve yolcu tasimacilifi i¢in gelistirilen cok basarili konseptleri gormek
miimkiindiir. Hava araclarinin 6zellikle sehir i¢i tagima uygulamalarinda kullanilmasi
ile birlikte bu sistemlerin ugus giivenliginin saglanmasi daha da kritik bir konu haline
gelmistir.

Sehir hava sahasin1 yoneten hava trafik yonetimi sistemini ve ara¢ iizerinde bulunan
giidiim ve kontrol sistemlerini hiyerarsik bir yapida incelemek, genel sistemi daha
anlagilir bir hale getirecektir. Hiyerarsik olarak en iist kademede bulunan hava trafik
yOnetimi sistemi, hava araclarinin koordinasyonunu saglayarak havada olusabilecek
bir carpigmayr veya hava araclarinin sehirde bulunan sabit engellere (binalar, yer
sekilleri, vs.) carpmasini engellemektedir. Ancak, hava trafik yonetim sistemi ne
kadar uygulanabilir ve etkin ugus yoriingeleri iiretirse iiretsin, arag tizerindeki giidiim
ve kontrol sistemleri bu komutlar1 istenen bagarim ile takip edemez ise bu durum
biitiin sistemin giivenilirligini oldukca yiiksek seviyede tehlikeye sokacaktir. Bu
nedenle, orta ve alt seviye sistemler olan giidiim ve kontrol sistemlerinin, belirli
kararlilik ve performans gereksinimlerine gore tasarimi ve dogrulanmasi olduk¢a 6nem
arz etmektedir. Bu tez kapsaminda, sivil hava sahasi icerisinde farkli amaclar icin
kullanilabilecek olan sabit kanatli dikey inis ve kalkis yapabilen, sabit kanatli ve doner
kanatl insansiz hava araclarinin matematiksel modelleme ve kontrol sistem tasarimi
caligmalar1 yapilmustir.

Tezin ilk boliimiinde, sabit kanathi ve tilt-rotor konseptine sahip bir insansiz hava
aract olan Turac¢’in alt1 serbestlik dereceli dogrusal olmayan matematiksel modeli
olusturulmustur. Buradaki temel amag, aski ucusundan yatay ucusa ve yatay ucustan
aski ucusuna gecis icin uygun bir senaryo gelistirmektir. Elde edilen matematiksel
model pervane tarafindan hizlandirilan hava akimmin govde iizerindeki etkilerini
de icermektedir. Bu etkiler seyir hizinin, rotor tilt agisinin ve hiicum acisinin bir
fonksiyonudur. Pervane tarafindan hizlandirilan hava akiminin, pervane ¢ikisindaki
kesit alan1t ve akis hizi momentum teorisi kullanilarak elde edilmistir. Govde ve
kanat lizerinde pervane hava akimi tarafindan etkilenen alan iizerinde iki boyutlu
aerodinamik analizler yapilmis ve pervane hava akiminin etkileri modellenmis, elde
edilen aerodinamik katsayilar tablolar igerisine entegre edilip benzetim ortamina
aktarilmistir.  Insansiz hava aracinin govde ve kanatlarmin aerodinamik analizi
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hesaplamal1 akigkanlar dinamigi araclar ile analiz edilmis ve bu katsayilar da tablolar
ile benzetim ortamina aktarilmistir.

Fazlar aras1 gecis durumlarinda (aski ugusundan yatay ucusa veya yatay ucustan aski
ucusuna) insansiz hava araci iizerindeki aerodinamik ve itki kuvvet ve momentleri,
hava araci tilt mekanizmasina sahip oldugundan dolay1 ¢cok daha karmasik bir sekilde
etki etmektedirler ve aracin dinamigi olduk¢a karmagik hale gelmektedir. Bu nedenle
gecis fazlarindaki ugug giivenligini saglamak ve performansi belirli bir seviyede
korumak i¢in etkili bir faz gecis metodunun tanimlanmasi gerekmektedir. Bu amacla,
ucus hizi, tilt acisi, hiicum acisi ve itki seviyesi i¢in, dinamik sistemin durum
degiskenlerine bagl olarak, denge ucusunu saglayacak sekilde ugus fazlar1 arasinda
gecis senaryolart olusturulmustur. Bu senaryolarda elde edilen kontrol girisleri,
ucus kontrol sistemine komut olarak beslenebilmekte veya pilota ugug sirasinda
kullanabilecegi bir tablo olarak verilebilmektedir. Olusturulan senaryolar kullanilarak
gecis fazi lizerinde benzetim caligmalar1 yapilmis ve ucus testleri gergeklestirilmisgtir.

Tezin ikinci boliimiinde, sabit kanatl bir insansiz hava araci icin, dongiide donanimsal
benzetim (hardware-in-the-loop) ve ucus testlerini igeren, model tabanli ugus kontrol
sistem tasarimu gerceklestirilmistir.  Bu uygulamada, insanli hava araclart icin
geligtirilen sistem tanilama ve ucus kontrol sistem tasarimi metodolojisi, sabit kanath
insansiz bir hava platformuna uyarlanmigstir. Kullanilan insansiz hava araci platformu,
hareketli kara ve deniz araglarini, belirli bir irtifadan, gévdeye sabit ve asag1 bakan
bir kamera ile, otonom bir sekilde takip etmek i¢in gelistirilmistir. Hava aracinin
boylamasina ve yanlamasina dogrusal matematiksel modelleri, frekans bolgesinde
acik-cevrim sistem tanilama metodolojisi ile elde edilmis ve zaman bolgesinde
dogrulanmiglardir. Tanilanan dogrusal modeller, yiiksek hedef takip basarimi icin
gerekli olan ucus kontrol sistemlerinin, birden fazla amac fonksiyonlu parametre
optimizasyonu metodu ile gelistirilmesi amaciyla kullanilmislardir.  Ayrica, bu
siirecte kestirimi yapilan aerodinamik katsayilar, alti serbestlik dereceli dogrusal
olmayan modelin olusturulmasinda da kullanilmigtir. Olusturulan dogrusal olmayan
model, dongiide donanimsal benzetim sisteminin ana bilesenini olusturmaktadir. Test
stireci maliyetlerini ve kaza/kirim riskini en aza indirmek icin, tasarlanan kontrol
sistemleri gercek ucus testlerinden once, dongiide donanimsal benzetim ortaminda
test edilmislerdir. Donanim igerisine gomiilen kontrol sistemi algoritmalarinda
herhangi bir mantiksal ve algoritmik hata olup olmadigi incelenmistir. Tasarlanan
ve donanim icerisinde hazir olarak gelen ugug kontrol sistemlerinin basarim testleri
de gerceklestirilmis ve karsilagtirmalar1 yapilmistir. Yapilan ugus testleri, tasarlanan
kontrol sisteminin, riizgar ve tiirbiilansh ugus sartlarinda, referans takip ve bozucu
sOniimleme performansinin, hazir kontrol sisteminden c¢ok daha iyi oldugunu
gostermistir.

Tezin ti¢iincii boliimiinde, sistem tanilama, model birlestirme (stitching) ve model
tabanli ucus kontrol sistem tasarimi ¢aligmalari, agresif manevra kabiliyetine sahip,
insansiz, dort rotorlu hava araci iizerinde uygulanmustir. Uzerinde ¢alisilan insansiz
hava araci, aski ucusuna yakin sartlarda ve sistem dinamiginin olduk¢a degistigi hizli
ileri ucus sartlarinda agresif manevra kabiliyetine sahip olmasi i¢in tasarlanmistir.
Bu tiir bir sistem iizerinde klasik bir denetleyici tasarim siireci, referans takibinde
performans kaybina ve hatalarm artmasina neden olacaktir. Insansiz hava aracinin
aski ve hizli ileri ucus dinamikleri arasindaki farki yakalayabilmek icin, insanh
hava araglar1 i¢in gelistirilen uygulamalar esas alinmistir. Aski ve yiiksek hizli
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ileri ucus fazlarindaki dogrusal matematiksel modeller frekans bodlgesinde sistem
tanilama calismalart ile elde edilmislerdir. Elde edilen matematiksel modellerin
dogrulamas1 zaman bolgesinde analizler yapilarak gerceklestirilmistir. Farkli ucus
hizlar i¢in elde edilen ucus denge kosullar ve tanilanan dogrusal modeller kullanilarak
sistemin yaklagik dogrusal olmayan (quasi-nonlinear) matematiksel modeli elde
edilmistir.  Kapsamli benzetim c¢alismalarit olusturulan dogrusal olmayan model
tizerinde gerceklestirilmistir. Tanilamas1 yapilan dogrusal matematiksel modeller,
farkli dinamik gereksinimleri kisit olarak igeren, birden fazla ama¢ fonksiyonu
bulunduran optimizasyon tabanli ugus kontrol sistem tasarimu siirecinde, en iyi kontrol
parametrelerini elde etmek icin kullanilacaktir. ADS-33E-PRF icerisinde yer alan
ve tam Olgekli helikopterler icin kullanilan yanlamasina yeniden konumlandirma ve
boylamasina ileri yonde hizlanma ve durma manevralari, kinematik dl¢ekleme yontemi
ile insansiz hava araci i¢in uygun hale getirilmiglerdir. Tasarlanan denetleyiciler
kullanilarak pozisyon koruma, yoriinge takibi ve agresif manevra kabiliyeti ucus
testleri yapilmistir. Ardindan, Monte-Carlo benzetim ¢alismalari ve ugus test sonuglari
kargilastirllarak sonuclarin ne kadar yakin oldugu incelenmistir. Test ve analiz
sonuglart gostermistir ki, uygulanan kontrol sistem tasarimi metodolojisi, klasik
yontemler ile karsilastirildiginda, yiiksek hassasiyette ve tahmin edilebilir manevra
kontrol kabiliyeti saglamaktadir.

Tezin dordiincii boliimiinde, model referans uyarlamali kontrol sisteminin bir
tyilestirmesi sayilabilecek olan ve kapali cevrim referans model iceren uyarlamali
kontrol sistemi, takviyeli 0grenme (reinforcement learning) metodu ile gelistir-
ilmistir. Referans model ile sistemin verdigi cevap arasindaki hata kullanilarak,
uygulayici-degerlendirici (actor-critic) yapisinda ve yapay sinir agi ile olusturulan
ajan (agent, Ogrenen sistem) egitilmis, gecici hal cevabini iyilestirmek icin
kapali cevrim referans model icerisinde bulunan geribesleme kazancini arttirip
azaltmas1 saglanmistir. Sistemin benzetim calismalari, bir nakliye helikopterinin
basitlestirilmis ve dogrusal boylamasina modeli iizerinde yapilmistir. Gelistirilen
uyarlamali kontrol sisteminin gegici hal cevab1 bagariminin, diger uyarlamali kontrol
sistemlerinin bagsarimlar ile nicel olarak kargilastirilabilmesi icin, sistemin gegici hal
performansi ile dogrudan iliskili olan sinyallerin L; ve L. normlari hesaplanmstir.
Monte-Carlo benzetim c¢aligmalar: ile incelenen sistemlerin, aerodinamik parame-
trelerdeki belirsizliklere karsi ne kadar dayanikli olduklari incelenmis ve sonuglar
karsilagtirilmigtir.  Bu analizler sonucunda, degisken geribesleme kazancina sahip
kapali ¢evrim referans model kullanan uyarlamali kontrol sisteminin, acik ¢evrim
referans modele sahip uyarlamali kontrol sistemine ve sabit geribesleme kazancli
kapali ¢cevrim referans modele sahip uyarlamali kontrol sistemine gore cok daha iyi
bir gecici hal cevabi performansina sahip oldugu, salinimlar1 onemli dl¢iide bastirdigi
gosterilmigtir.  Ayrica, gelistirilen sistem iizerinde farkli adaptasyon ve O0grenme
stratejileri kullanilarak, genis bir ugus zarfi icerisinde sistemin adapte olma kabiliyetini
arttirma olanag1 da saglanmaktadir. Bir diger deyisle, gelistirilen uyarlamali kontrol
sistemi daha kapsamli bir sekilde egitildigi takdirde, farkli ucus sartlarinda da sistemin
gecici hal cevabinin iyilestirilmesi miimkiin olmaktadir.
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1. INTRODUCTION

Urban air mobility has an increasing demand as a result of developments in battery,
electric propulsion systems and autonomy technologies. These fundamental subjects
provide a solid background to increase mobility, sustainability, capacity, functionality
and, above all, safety of the transportation process. These requirements are met
by designing novel manned and unmanned aerial platforms in passenger and cargo

transportation applications such as Vahana, Volocopter, Prime Air and Zipline projects.

Importance of the aerial vehicles in military applications is an unquestionable fact.
However, using the aerial vehicles in the urban airspace is a relatively new research
field which is called as urban air mobility concept. In these applications, manned and
unmanned aerial vehicles are both used in passenger and cargo transportation in urban
airspace. It is an efficient solution in terms of operating and maintenance costs when
compared to conventional aerial transportation. However, integration of these vehicles
into the urban airspace requires inter-disciplinary studies that include various research
fields such as air traffic management, flight control systems (FCS), aerodynamics,
flight mechanics, electric propulsion and battery technologies. The main objective
to integrate these research fields is providing safety, reliability and connectivity of the

urban air space.

Fixed-wing vertical-takeoff-and-landing (VTOL) concept is quite popular in the urban
airspace applications due to its forward flight and hovering capabilities. It combines
advantages of the rotary-wing and fixed-wing aircraft platforms in one airframe. Also,
it is possible to operate these systems with minimal infrastructure requirements. In
literature, there are several examples for the fixed-wing VTOL aircraft concepts with
tilt-wing and tilt-rotor mechanisms. In both systems, thrust direction is controlled
to complete the transition between hover and forward flight phases. However, in
the transition phase, dramatic changes occur in dynamical characteristics due to the
variations in the aircraft configuration and it is important to investigate the dynamics

of the aircraft to design a suitable flight control system.
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Figure 1. : Turac VTOL UAV in ﬂigt test.
The first part of this thesis includes mathematical modeling of a tilt-rotor VTOL
unmanned aerial vehicle (UAV), Turac, which is designed and developed in ITU
Control and Avionics Laboratory. Turac is designed based on flying wing concept
and it has a blended wing profile that provides longitudinal stability of the airframe.
By using the blended wing profile, aerodynamic efficiency of the system is enhanced
up to 20% when compared to the conventional design. A capture from flight test of the

Turac VTOL UAV is given in Figure 1.1.

Turac VTOL UAV has two tilt-rotor mechanism on the leading edge of the wings
and one main coaxial lifting fan embedded into the body. In hover and near-hover
flight phases, there is no aerodynamic force and moments acting on the airframe.
However, in the transition flight phase, aerodynamic forces and moments occur as a
result of increased dynamic pressure. In addition to the free airstream effects, propeller
induced airflow also creates extra aerodynamic forces and moments on the airframe
as a function of flight speed and tilt angle. These effects on the UAV are modeled
and 6-degree-of-freedom (DoF) nonlinear mathematical model is developed. Required
aerodynamic coefficients are calculated by using computational fluid dynamics (CFD)
analysis and empirical tools. Also, to perform a safe transition between the hover and
forward flight phases, trim conditions are calculated for different flight speed and tilt
angle values. This data can be used as a reference for the FCS or as a transition aid for

the pilot. A sample transition flight simulation result is given in Figure 1.2.

After the first flight test of the autopilot, called as Sperry’s gyroscopic stabilizer,

in 1912, flight control systems have become one of the fundamental subsystems
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Figure 1.2 : Transition flight simulation of the Turac VTOL UAV.

of the aircraft and rotorcraft platforms. Technological developments, especially in
electronics, have led compact, lightweight and cost-effective flight control system
solutions. Such that, it is possible to find a flight control system for a conventional
UAV at $150 price. These systems provide very effective solutions for ordinary and
non-critical missions. However, the airspace integration process of an aerial vehicle
requires a verified and certified flight control system which can be obtained by using a

reliable design workflow.

In this workflow, there are four main steps that must be applied. These are 1) obtaining
verified mathematical model of the aerial platform, 2) flight control system design and
analysis based on selected performance requirements, 3) software-in-the-loop (SIL)
and hardware-in-the-loop (HIL) tests and 4) performing validation flight tests of the
embedded controller. After two or three iterations, a reliable flight control system can

be obtained with desired performance specifications.

Obtaining a verified mathematical model of the aerial vehicle is the first and most
important step of the flight control system design workflow. High/mid-fidelity
mathematical model provides an insight about the dynamical characteristics of the
aerial platform, shortens the design period and reduces development costs. In addition,
it is used in SIL-HIL simulation step of the design workflow which reduces crash
risk in the flight tests. After obtaining the verified high/mid-fidelity mathematical
model of the aerial vehicle, flight control system can be designed to improve the
dynamical characteristics of the vehicle by using feedback and feedforward loops.
At this point, it is important to define and determine the dynamical requirements
to complete the mission successfully. By utilizing the selected requirements, a
multi-objective optimization is applied to obtain the optimal control parameter set by
using selected handling and flight quality specifications as optimization constraints. In
this step, a pareto-optimal solution is required which satisfies the selected dynamical

characteristics while minimizing the actuator usage. After initial evaluations of the
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Figure 1.3 : General view of a) fixed-wing and b) rotary-wing UAV platforms used in
this thesis.
closed-loop performance, the proposed flight control system algorithm is embedded
into the main flight control computer (FCC) software and hardware and then SIL
and HIL tests are performed. This is a critical step in which FCC software is
evaluated and tested against algorithmic and logic errors that may cause catastrophic
accidents. After the debugging process of the FCC software and hardware, initial
flight test procedure is applied and closed-loop system performance is evaluated in
terms of selected design requirements. Optimized and validated FCS can be obtained
after two or three iterations based on this design cycle with minimal cost and crash
risk. In the second and third part of the thesis, this design workflow is applied
on fixed-wing and rotary-wing UAVs given in Figure 1.3. Linear mathematical
models are obtained by using frequency-domain system identification process and they
are verified in time-domain. 6-DoF nonlinear mathematical models are created by
using the identified aerodynamic parameters. Flight control system architectures are
determined as classical nested-loop proportional-integral-derivative (PID) structure.
Optimal control system parameters are obtained by using multi-objective parameter
optimization method in which selected handling quality requirements are used as
optimization problem constraints. Then, designed controllers are tested and verified

in the real flight tests after SIL-HIL simulations.

Methodological design process and a verified mathematical model are key elements
in flight control system design applications. Hence, in this work, an iterative design
pathway, which is called as desktop-to-flight control system design workflow [2], is
utilized. This methodology is developed and validated by several applications on

the manned and unmanned aerial platforms. In this workflow, system identification,
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Figure 1.4 : General view of the desktop-to-flight design workflow [2].

multi-objective optimization based flight control system design, desktop simulations,
HIL tests and validation/verification steps are tightly connected in an iterative way.

The general scheme of the desktop-to-flight design workflow is given in Figure 1.4.

Originally, this workflow is developed for full-scale manned aerial vehicles. Especially
in the Controller Design/Optimization step, all of the performance specifications are
originated from manned aircraft and rotorcraft domain. In recent years, several studies
are focused on applying this workflow on UAVs and MAVs by scaling-down the design
requirements and they have promising results. Hence, one of the main purposes of
this thesis is to demonstrate the desktop-to-flight control system design workflow on
fixed-wing and rotary-wing MAVs such as Ranger-EX and Racer quadrotor platforms
given in Figure 1.3. It is observed that the desktop-to-flight design workflow is also
quite effective on unmanned and scaled platforms. To complete the general view and
brevity, flight test results for fixed-wing and rotary-wing platforms are given in Figure

1.5 and Figure 1.6, respectively.

Doublet reference tracking flight test results of the optimized and legacy (Ardupilot)
attitude control systems are given in Figure 1.5.a. It is obvious that the rise time and
settling time of the optimized controller are shorter than the legacy one. In addition,
pitch attitude reference tracking test results are given in Figure 1.5.b. Steady-state
error and overshoot is observed in the closed-loop system response with the legacy
controller. This situation results in deterioration of the mission success. On the other
hand, optimized pitch attitude controller has better reference performance and it is

suitable for missions in which precise reference signal tracking is necessary.

The explained desktop-to-flight design workflow is also applied on the agile quadrotor

platform. System identification is performed for hover and forward flight phases and
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Figure 1.5 : Attitude reference tracking performance tests of the optimized and
legacy controllers on the fixed-wing MAYV, a) Roll attitude control system
responses, b) Pitch attitude control system responses.

a stitched quasi-nonlinear model is developed for simulation purposes. Trajectory
tracking is not possible by using the legacy control system Ardupilot. Hence, a
modification is performed and controller parameters are optimized. Then, system
performance is evaluated in several flight maneuvers such as depart-abort and lateral
reposition. Depart-Abort maneuver sequence is designed for full-scale rotorcrafts
to evaluate their longitudinal reposition capability for various aggressiveness levels.
However, it cannot be used directly for the MAV platforms and it should be
scaled-down based on several geometric specifications such as rotor diameter and
rotor-to-rotor diagonal distance. Simulation and flight tests results are given in Figure
1.6 for scaled-down depart-abort maneuver with different aggressiveness levels. As
seen in these plots, the proposed trajectory tracking system is quite successful for
various aggressiveness levels. Also, closed-loop system responses that obtained from
the simulation environment and actual flight tests are quite similar to each other which

indicates adequate fidelity of the mathematical model.

One of the most important issues in flight control system design for an aerial vehicle in
the urban airspace is to provide the safety of the operation in the presence of variations
in the system parameters and/or component faults and failures. Aerodynamic
parameters of the aerial vehicle change as a function of airspeed and aerodynamic

angles. Also, mass properties of the aerial vehicle are directly affected by flight
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Figure 1.6 : Depart-Abort maneuver test results for different aggressiveness levels (a)
(a=1,15,2).

weight (i.e. payload and/or passenger weight). These variations in the dynamical
characteristics of the aerial vehicle are observed frequently in urban operations. Hence,
FCS should compensate these changes and provide the flight stability and safety.
Adaptive control theory is a promising tool which has been developed to handle with
the parameter variations and uncertainties in a dynamical system. It is also quite
suitable for aerial platforms that have wide range of flight envelope in which dynamical
characteristics change dramatically. The first application of the adaptive controller on
an aircraft was NASA X-15 program in which three hypersonic X-15 aircrafts were
flown. The first and second aircrafts are called as X-15-1 and X-15-2 and they were
equipped with classical stability augmentation systems in which look-up tables are
utilized to obtain the controller gains. The third aircraft, X-15-3, was equipped with a
Honeywell MH-96 self-adaptive controller in which control parameters were adjusted
throughout the flight envelope to increase the performance of the aircraft. As a part of
the X-15 program, nearly 200 flight tests were performed between 1959 and 1968. This
time period is called as brave era in [6] because of quite short development path from
idea to flight test without performing comprehensive theoretical analysis in between.
Grievously, on November 15 in 1967, a fatal accident occurred with the X-15-3
because of the limit cycle oscillation which was led by the adaptive controller [7].
After the X-15-3 accident, several studies have been performed on design and analysis

methods of the adaptive controllers for the systems with parametric uncertainties.



Table 1.1 : 500-Run Monte-Carlo analysis results of the MRAC, CRM and RL-CRM
adaptive systems.

Performance | MRAC CRM  Improvement Improvement

Metrics (1=0) | (I=lop) (%) RL-CRM (%)

lAcq 152114 | 3.7341 75.4520 2.4489 83.9008

llcqm, 18.4647 | 7.8298 57.5958 5.5146 70.1344

0 0.0888 | 0.0338 61.9369 0.0207 76.6892

|G| oo 0.2 0.2064 -3.2 0.2 -

[le]] 0.4616 | 0.1957 57.6039 0.1379 70.1256

[lee]| 0.4616 | 0.3928 14.9047 0.3886 15.8145

|| 6.5704 | 2.0811 68.3262 1.4163 78.4290

Today, the adaptive control theory is a powerful tool for aerial vehicles with large

flight envelopes and parametric uncertainties.

Model reference adaptive control (MRAC) system is one of the fundamental
applications of the adaptive control theory. It has been applied on several aerial
platforms and munitions. Also, modifications are developed to increase the robustness
characteristics of the MRAC algorithm. However, the most problematic issue in the
MRAC is high-frequency oscillations observed in the control signal at the beginning
of the adaptation. This oscillatory behavior may result in catastrophic accidents in
the aerial missions. Hence, transient response of the MRAC has to be modified and
improved to provide safety of the closed-loop system. For this purpose, modifications
are performed on the MRAC and several adaptive control systems are developed such
as combined-composite model reference adaptive control (CMRAC) and closed-loop

reference model (CRM) adaptive control systems.

In CMRAC system, indirect and direct adaptive control algorithms are combined and
estimated system parameters are used in the adaptation laws. It offers increased
robustness against parametric uncertainties. Although the stability proof of the
CMRAC system is given in the literature, no guarantees were provided for improved
transient response performance and it has remained as a conjecture. In CRM-adaptive
systems, an observer gain is used in the closed-loop reference model to increase the
transient performance of the system. It is shown that by using an optimal value of
the observer gain, it is possible to damp oscillatory transient responses in adaptive
parameters and control signals. In the last part of this thesis, we proposed further

improvement in the transient performance of the CRM-adaptive system by introducing
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Figure 1.7 : General overview of the key aspects of urban air mobility concept.

a time-varying scaling factor for the optimized observer gain. A reinforcement learning
(RL) agent is utilized for this purpose and it is trained by using deep deterministic
policy gradient (DDPG) algorithm according to the error between original reference
model and system responses. After the training process, it is shown that the proposed
RL-CRM adaptive control algorithm has superior performance than the MRAC and
optimized fixed-gain CRM-adaptive systems in terms of selected key signal norms.
Monte-Carlo simulations are performed to evaluate the system robustness in the

presence of parametric uncertainties and results are introduced in Table 1.1 for brevity.

In the urban air mobility (UAM) concept, there are four key aspects that should be
considered. These are air traffic management (ATM) / UAV traffic management (UTM)
integration, UAM business models, infrastructures and key vehicle technologies such
as power, battery, safety and autonomy. As it is understood from the above mentioned
explanations, this thesis mainly focuses on mathematical modeling and flight control
system design subjects which are included in the key vehicle technologies. To clarify
the focus point of the studies that are covered in the thesis, Figure 1.7 is given in which
general overview of the urban airspace concept is summarized. In this figure, key

aspects are pointed out as orange ellipses which are in the scope of this thesis.

The remaining of this thesis is organized as following; in Chapter 2, theoretical
background about the system identification, multi-objective parameter optimization

based flight control system design, CRM-adaptive systems and DDPG reinforcement
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learning method is given briefly. In Chapter 3, nonlinear model of the Turac
VTOL UAYV, which covers hover, transition and forward flight phases, is developed.
In Chapter 4 and Chapter 5, desktop-to-flight control system design workflow is
utilized on the fixed-wing Ranger-EX UAV and Racer highly agile quadrotor MAV.
The proposed control systems are evaluated in actual flight tests. In Chapter 6,
CRM-adaptive system is augmented by using reinforcement learning method to
improve the transient response performance of the dynamical system. Proposed
algorithm is demonstrated on a simplified pitch dynamics of a transport helicopter.

In Chapter 7, concluding remarks and possible future works are discussed.

1.1 Purpose of Thesis

There are three main purposes of this thesis. The first one is developing a 6
degree-of-freedom nonlinear mathematical model of the Turac fixed-wing VTOL UAV
by utilizing physics-based modeling approach. In this study, aerodynamic parameters
of the UAV are determined by utilizing CFD analysis. Propeller-induced airstream
effects are modeled separately and summed into the aerodynamic forces and moments.
Trim analysis is performed for the transition phase to provide a reference trajectory
for the flight control system and pilot. System performance is evaluated by utilizing

soft-real-time transition flight simulations.

The second purpose is to demonstrate the flight control system design workflow
step-by-step which includes system identification, verification, nonlinear modeling,
control system design and analysis, SIL. and HIL simulations and real flight tests. This
workflow is applied on fixed-wing and rotary-wing unmanned aerial platforms and test

results are given.

The third purpose of this thesis is improving the transient performance of the
CRM-adaptive system by using reinforcement learning method. An agent is created in
the form of a neural network and it is trained to increase or decrease the feedback gain
of the reference model in the CRM-adaptive system. The proposed RL-CRM adaptive
system is analyzed against parametric uncertainties and its performance is compared

with MRAC and optimized fixed-gain CRM-adaptive systems.
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1.2 Literature Survey

Aerodynamic analysis of VTOL fixed-wing air vehicles can be divided up as
aerodynamic analyses of hover, transition, and forward flight regimes. For the hover
regime, numerous studies have been performed experimentally and numerically. In [8],
a quad tilt-rotor in hover mode is modeled and analyzed by using the CFD method.
The pressure distribution on the wing, flow-field around the vehicle, and spanwise
loading is investigated in and out of ground effect. Another study [9], which includes
CFD analyses of a full and half span V-22 tilt-rotor configuration in hover mode,
has been done in order to observe flow-field around the vehicle. Rotor performance
differences between two different models are evaluated. In [10], rotor/wing interaction,
aircraft aerodynamics, pressure distribution, and force loading along wingspan are

experimentally investigated on a quarter-scale V-22 tilt-rotor aircraft in hover mode.

For forward flight regime, performance and design of conventional tilt-rotors and
quad tilt-rotors have been investigated in [11]. In these concepts, lift-to-drag ratio is
directly related to interference, reduction in rotor tip speed and the change in rotational
direction of the rotor. Wind tunnel tests and CFD analysis are utilized to evaluate the
flow filed around the airframe and to determine the aerodynamic parameters [12, 13].
The propeller is modeled as an actuator disc in [14] to investigate the propeller/wing
interaction on a transport class aircraft. Furthermore, aerodynamic stability and control
coefficients of TR-E2S1 tilt-rotor aircraft are calculated by using the CFD method and
the wind tunnel tests. The results from both methods are evaluated and compared at the
end of the study [15]. The same methods are applied to V-22 Osprey tilt-rotor aircraft
in forward flight regime [16]. In [17], Yak-54 is analyzed aerodynamically and results
from Vorstab, Fluent, and Aircraft Advanced Analysis (AAA) are compared. In these
studies, the area on the wing affected by propeller cannot be specified exactly by using
CFD methods or wind tunnel tests. The area affected by the propeller is defined with
mathematical formula, so this brings freedom about in which angle of attack and tilt

angle should be set to use the advantage of the propeller effect.

In the transition flight regime, the dynamics of the vehicle includes the effects that

are observed in both the hover and the forward-flight regimes. Thus, studies about
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dynamic modeling of the transition regime mainly focuses on the two fundamental
flight regimes (namely hover and forward flight) and blending of these two models
through parameterization. In [18], modeling, control and simulation of a tilt-duct
UAV are presented. Two — loop state-dependent Ricatti Equations (SDRE) control
algorithm is applied. Allocating of the controllers during the transition flight is
achieved by using blended inverse control allocation algorithm. Specifically, equations
of motion of the tilt-duct UAV are described in two flight regimes and the stability
analysis is performed based on the linearized equations of motion for trim flight
condition. In [19], authors describe modeling, control and test results of a four
tilt-rotor micro aerial vehicle. For hover flight mode, a nonlinear control algorithm
is proposed which consists of feedback linearization and hierarchical control scheme.
A Lyapunov-based backstepping control algorithm is developed for horizontal flight
mode. In the follow-up work [20], the authors model the aerodynamic forces in two
primary flight regimes and the transition strategy for a control algorithm is defined.
Thus in general, studies on the aerodynamic analysis of aircraft are mostly about hover
and forward flight regime. However, transitional flight is the most complex case due to
the flow-field around the airframe, rotor/wing interaction, pressure and force loading
throughout the wingspan. In some experimental work [21,22], different flap deflections
were tested to develop rotor/wing interactions, pressure, force loading, and velocity
distribution along wingspan. However, in the literature, there is no work on flow-field

around aircraft in transition mode using CFD or other numerical methods.

In our approach, we focus on modeling of the aerodynamic effects in the transition
phase as a standalone analysis instead of blending the hover and forward flight
aerodynamics. Propeller-induced and free airstream effects are modeled separately
by using the CFD analysis method and aerodynamic database is embedded into the
nonlinear model. Thrust — airspeed test results of the propeller that are used in tilt-rotor
assembly is obtained from the manufacturer’s database, a lookup-table is generated for

this relationship and embedded into the nonlinear model.

In literature, there are several studies about the system identification and control
system design applications for manned aerial platforms. In [23], closed-loop handling
qualities of the AH-64D Apache helicopter are evaluated and higher-order linear model

is obtained at hover flight condition. Then, the identified model is integrated with the
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baseline control algorithm of the AH-64D and the performance of the closed-loop
system is evaluated. In [24], flight control system is designed for AH-64D helicopter
to provide Level-1 handling qualities in the day and degraded visual environments
by using ADS-33E design specifications. In [25], lateral/directional mathematical
model of a large wide-body transport aircraft is obtained by using the frequency
domain system identification method and the obtained model is verified in the time
domain. In [26] and [27], longitudinal and lateral/directional flight control systems are
designed for a business jet by using multi-objective parametric optimization approach

for different flight conditions.

Several studies have shown that the system identification and flight control system
design procedure can be completely scaled-down for the MAVs and this design
workflow promises successful results. The identification process is a bit more
complicated for the unmanned rotorcrafts than the fixed-wing platforms because of
their inherent instability. [28] describes the frequency domain system identification,
characterization and control design for the unmanned rotorcrafts. In [29], state-space
models of the Yamaha R-MAX unmanned helicopter are identified and verified for
both hover and forward flight conditions. In [30], system identification, inner-
and outer-loop control system development processes are described for MQ-8B Fire
Scout autonomous helicopter platform. Closed-loop dynamical model of a quadrotor
is identified by using the frequency-domain system identification process in [31].
Bare-airframe dynamics of a quadrotor MAV is identified and control system is
designed in [32] and [33]. Also, as another example, identification of the bare-airframe
dynamics of the quadrotor MAV is studied in [34]. Most of the fixed-wing unmanned
aerial platforms have stable open-loop dynamics which is required for open-loop
system identification process. In this method, control systems are disengaged and pilot
command is applied into the control surfaces, directly. In [35], identification of the
system dynamics of the Dynam HawkSky model airplane is performed. The goal of
this study is to develop a classroom flight dynamics demonstrator. In [36], state-space
model of a 12% scale Cessna 182 UAV is identified by using the frequency-domain
system identification process. Then, closed-loop performance requirements are defined
for a surveillance-type mission and longitudinal attitude control system is designed

by using selected design specifications. In [37], system identification procedure is
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described and applied on Ultra Stick 25¢ MAV. Sensitivity and residual analyses are
performed to improve the verification of model accuracy. As a complementary study of
the reference [37], an overview of the airborne experimental test platform is provided
in [38]. Subsystems of the test platform such as simulation models, controllers and
synthetic air data system, are described. In [39], flight dynamics model of a tail-sitter
MAV is identified and verified from flight data. Both inner and outer control loops are
optimized for turbulence rejection and performance comparisons are performed for the

proposed and legacy controllers.

Model fidelity level of a UAV platform plays a crucial role in formulating the efficiency
airspace integration. Specifically, accurate mathematical models, covering the flight
envelope of the aerial vehicle as much as possible, ensures capability to provide
high-performance navigation capabilities. This specific issue becomes more critical
for the aerial platforms with wide flight envelope because of significant deviations
in the system dynamics in different flight conditions. To increase the model fidelity
of a rotorcraft in the forward flight phase, model stitching technique is developed by
Zivan and Tischler in [40] and applied to obtain the continuous full flight-envelope
model of the Bell 206 helicopter. In [41], full flight-envelope mathematical model
of the Calspan NF-16D Variable-stability In-flight Simulator Test Aircraft (VISTA) is
developed by utilizing the stitching method and verified by using the recorded flight
data. In addition to the manned aircrafts, model stitching is also applied for the UAVs
and MAVs. In [42], full flight-envelope mathematical model of the unmanned K-MAX
rotorcraft platform is obtained and flight control systems are optimized. In [43], model
stitching method is applied for a quadrotor platform and developed STITCH software
is introduced. In [44], stitched model of an octocopter platform, which performs

package delivery missions with the varying size of payloads, is generated and verified.

Extensive researches were performed in the early 1950s about adaptive control systems
in related with the design of autopilots for high-performance aerial vehicles which
had a wide flight envelope. However, the interest in adaptive control applications
diminished day by day because of the limited technological developments at that time.
After the 1960s, several studies were performed about state-space models, stability
theory, stochastic control theory and dynamic programming which provided theoretical

background and increased the understanding of the adaptive control theory.
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The original approach of the model reference adaptive control is called as MIT rule
which was developed at the Instrumentation Laboratory at MIT in the late 1950s and
early 1960s to improve the flight performance of aircrafts and spacecrafts [45]. In the
late 1970s and early 1980s, stability proofs of the adaptive control theory appeared.
Also, in the late 1980s and early 1990s, robustness of the adaptive controllers was
studied which gave a new insight to the adaptive controllers. Several improvements
were applied on classical model reference adaptive control algorithms such as o, e and

dead-zone modifications in [46], [47] and [48].

Transient response of the model reference adaptive control (MRAC) system is the
most important phase that should be considered. Because of the initial errors
in the adaptation parameters and high adaptation rates, high-frequency oscillation
may occur in the transient response phase which is not desired especially in aerial
platforms. Hence, to improve the transient response of the MRAC, several studies
were performed. In [49, 50], combined/composite MRAC (CMRAC) structure is
developed in which direct and indirect adaptive control algorithms are utilized together.
Although CMRAC provides a better transient performance, rigorous guarantees are
not provided and it remains as a conjecture. In addition to the CMRAC, the MRAC
structure is modified and a feedback gain is included in the reference model [51-53].
This structure is called as closed-loop reference model (CRM) adaptive system. In
this system, tracking error is also included in the reference model and an additional
design freedom is provided for tuning of the controller parameters. However, there
is a trade-off between improved transient response and convergence speed of the
adaptation parameters. Hence, CRM-adaptive control system parameters should be
selected by utilizing an optimization process. Otherwise, water-bed effect may occur

in the tracking error and time derivative of the control signal [52].

To sum up all of the above mentioned thesis proposal and literature survey, a brief
and concise comparison of the state-of-the-art and contribution of this thesis are

summarized and listed in Table 1.2.
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Table 1.2 : Comparison of the state-of-the-art and thesis contributions.

State-of-Art

Thesis Contribution

Turac VTOL UAV

Aerodynamics effects in the transition
phase are studied based on several
simplifications and assumptions. In most
of the studies, propeller-induced airflow
effects in the transition phase are either
neglected or modeled in a simple way
such as a linear function of the tilt angle.

A detailed and new aerodynamics and
trim methodology is developed including
free airstream and propeller-induced
airstream effects on the UAV airframe.
Propeller-induced airstream effects are
modeled by using 2D Vortex Lattice
Method (VLM) and momentum theory.
The new mathematical model and the
methodology that was developed has
been referenced and applied in numerous
follow up studies.

Applications of Desktop-to-Flight Control System Design Workflow

Desktop-to-flight control system design
workflow has been developed by US
Army, Universities Space Research
Association and NASA. There are lots of
successfully applications on manned
aerial vehicles.

Up to authors’ knowledge, several local
defense companies have started to use
this design workflow, however the full
cycle has not been demonstrated and it
has not been applied on academic
research realm. This thesis is the first full
cycle (system identification, control
system design, verification,) application
of the workflow in a research laboratory
in Turkey. This work has increased the
maturity of the theoretical research and
provided a much needed baseline
controller design process to which every
new is benchmarked against. Both the
process and the results have provided a
breakthrough in local micro UAV control
system design and implementation
methodology extending it beyond
empiric gain tuning.

The design workflow has also been used
for unmanned aerial vehicles such as
fixed-wing and non-agile rotary-wing
platforms in recent years with promising
results.

In this thesis, the design workflow is
applied on a fixed-wing and agile
quadrotor platforms. To the authors’
knowledge, it is the first time that the
design workflow is applied on a
highly-agile multi-copter platform which
has a significantly wider flight envelope
and thus providing modeling challenges
that need to be addressed. The model as
developed has been used in designing
agile flight control systems which
demonstrate significant agility metrics in
performance not demonstrated in
previous autonomous flight designs.
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Table 1.2 (continued): Comparison of the state-of-the-art and thesis contributions.

State-of-Art

Thesis Contribution

RL-CRM Adaptive System

Closed-loop reference model (CRM)
adaptive control system has been
developed to increase the transient
response performance of the system.
Fixed feedback gain of the reference
model is determined by utilizing an
optimization process.

In this thesis, we introduced a new
reinforcement learning (RL) based
CRM-adaptive control methodology
which utilizes time-varying feedback
gain of the closed-loop reference model.
The variation policy of this gain is
determined by an RL agent which is
trained by utilizing the deep
deterministic policy gradient algorithm.
This modification provides almost 10%
improvement in the transient response
performance in terms of key signal
norms when compared to the optimized
fixed-gain CRM-adaptive system.
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2. THEORETICAL BACKGROUND

As it is seen from the Introduction chapter, this thesis covers and integrates several
applications from different domains such as system identification, control system
design optimization, adaptive control theory and reinforcement learning. Hence, it
is useful to review some of the basic subjects of these research areas as a brief

introductory to define and complete the connections between them.

This chapter is organized as follows; in Section 2.1, basic definitions for test input
design and frequency-domain system identification theory is given. In Section 2.2,
model stitching technique is described and quasi-nonlinear simulation environment
is introduced. In Section 2.3, multi-objective parameter optimization based control
system design process is summarized and several requirements are described. In
Section 2.4, general scheme of the closed-loop reference model (CRM) adaptive
control system is reviewed. In Section 2.5, deep deterministic policy gradient (DDPG)
algorithm is summarized which constitutes a basis for training a reinforcement learning

agent for continuous-time control applications.

2.1 Frequency Domain System Identification Method

Frequency-domain system identification method was developed to characterize the
dynamical behavior of a system such as fixed-wing and rotary-wing aerial vehicles.
Identified linear models are used in control system design process, evaluation of
handling qualities and validation of nonlinear simulation models. General structure
of the system identification process is given in Figure 2.1. In this method, pilot- or
computer-generated test input signal which has good spectral content is applied to the
control effectors to excite the interested dynamical mode of the aircraft. Then, system
responses are measured by an inertial measurement unit (IMU) and logged onboard.
Before starting the system identification process, it is important to check the data
consistency against several error sources on the measurement system such as drift, bias

and scale factors. In practical applications, it is not possible to obtain all of the states
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as measurements. So, after checking the data consistency, required but unmeasured
states can be reconstructed from the measured data by using dynamical and kinematical
relationships. Then, spectral analysis of the prepared database is performed and
non-parametric model of the system is obtained which characterizes the dynamical
behavior of the system without the need for a model structure. Non-parametric
models are useful for preliminary analysis and applications such as control system
design, evaluation of the handling qualities, stability margin determination (phase and
gain margins) and validation of the simulation environments. After obtaining the
non-parametric model, parametric model is fitted on the frequency responses. The
first step for parametric modeling is to determine a transfer function model structure
in which gain, pole and zero locations are obtained for a best match to the frequency
response data. The transfer function model can be described as a low-order equivalent
system (LOES) approximation of the nonlinear dynamics. So, it is useful especially for
handling quality analysis and control system design process. Transfer function models
are final products for most of the system identification studies in the aeronautics field.
The next step of the system identification process is obtaining the state-space model
of the dynamical system. The state-space model structure is developed based on the
linearized equations of motion and it provides more insight into the dynamics of the
system. Hence, transfer function models can be used as initial guesses of the dynamical

characteristics for the state-space models.

2.1.1 Test input design

The frequency sweep input design is crucial for the frequency-domain system
identification applications. The input signal should cover a broad range of frequency
to excite the interested dynamical modes. If the mode is not excited, its characteristics
could not be identified. Hence, test signal should be designed according to
Equations (2.1) to (2.3) to collect data which represents the dynamical characteristics

of the system.

Omin

min — 2.1
= (2.1)
o,

fmax: 2m7;1x (22)
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Figure 2.1 : Frequency-domain system identification workflow [3].

Tree > (410 5) X Tyax (2.3)

where, fiins Omin, fmax, Omax are defined as minimum and maximum frequency bounds
of the interested frequency range, 7,4, is maximum time period which is determined

by using fiuin and T, is total sweep record length.

The desired maximum frequency of model applicability w,,,, is an important factor to
determine the filter cutoff frequency and sampling rate of the sensors. Theoretically,
sampling rate can be set as 2@, Which puts the Nyquist frequency (@yy,q = 0.5@) at
the maximum frequency of interest. However, due to the atmospheric disturbance and
sensor noise, an accurate system identification cannot be obtained with low sampling
rate. As a rule of thumb, the filter cutoff frequency (®y) and sampling rate (@;) are

determined by using equations 2.4 and 2.5 [3].

OF > 5Onax 2.4)

W5 > 505 (2.5
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2.1.2 Data consistency

Before the system identification process, it is important to perform a data consistency
analysis for measured and estimated variables. There are two general groups of error
sources that lead to data inconsistency. The first group is deterministic sources and
it consists of sign convention, instrument calibration error, unknown bias and drift in
attitude and body rate measurements. The second group is non-deterministic or random
sources which consist of data loss, signal noise and disturbances. The whole dataset is
evaluated by using consistency analysis against the above mentioned potential error
sources. Especially for off-the-shelf autopilots and data logging systems, such as

Pixhawk, it is crucial to check the consistency of the measured and estimated data.

If it is assumed that the system identification test flight is performed in the trim flight
conditions, the Euler angle and body rate relationships can be given as shown in

equation 2.6.

p=9
g=29 (2.6)
r=y

The Laplace transformation is applied to the equation 2.6 and the results are given in

equation 2.7.

p=s¢
q=s6 2.7
r=sy

An error model is developed for the measurements and estimations as shown in
Figure 2.2. Here, Ayare(Ap,Ag,Ar) is a scale factor of the body rate measurements
and A;(A¢,46,Ay) is a scale factor of the attitude measurements. By using these
definitions, attitude and body rate measurements are represented as shown in equation

2.8.
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Figure 2.2 : Attitude and body rate measurement error model.

(bm = 7L¢¢
6,, = Ag0
Yim = lvf‘/f
(2.8)
Pm = App +1p
dm = qu +ny

Fm = A+ 1,

where, subscript ‘m’ is used to defined the measurement. If the attitude and body rate
data is set as input and output, respectively, the relationship between measured body
rate and attitude is represented by using the transfer functions. For example, transfer

function from measured pitch attitude to measured pitch rate is given in equation 2.9.

=Kse ™ (2.9)

where, K is the ratio of the error factors K = % and 7 is effective time delay caused by
filtering. The error model parameters are determined by using transfer function fitting
(s)

procedure for the obtained Z’"—( frequency response analysis results. If the measured
'm S)

data is consistent, the K and 7 parameters will be nearly 1 and 0O, respectively [3].

2.1.3 Single-input / single-output frequency response identification theory

In this subsection, basic definitions about the single-input / single-output (SISO)
frequency-domain system identification theory, which is an important requirement to
perform a successful identification of the dynamical system, are summarized. Analysis
of the input-output relationship of a dynamical system in the frequency domain is
referred as spectral analysis. Here, several parameters should be selected by the user

and hence, it is considered as more art than science [3].
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2.1.3.1 Frequency response definition

Lets assume that a SISO system is excited by a periodic sine wave input signal given

in equation 2.10 with magnitude A and frequency f in hertz.

u(t) = A sin(27f1) (2.10)

After the transient phase, steady-state response of the system will also be in sine-wave
form with the same frequency f but different amplitude B and phase shift ¢.

Mathematical definition of the system response is given in equation 2.11.

y(t) =B sin(2nft+ @) (2.11)

This means that when sine-wave input is applied into the time-invariant linear system,
it results in a sine-wave output with the same frequency which is called as first

harmonic frequency.

The frequency response function H(f) is a complex function which is defined by
magnification factor and phase shift at each frequency, f, which are given in equations

2.12 and 2.13.

B
|H(f)| = Magnification Factor = I# (2.12)

(f)

Z/H(f) = Phase Shift = ¢(f) (2.13)

The behavior of the dynamical system can be characterized by using the frequency
response H () without any requirement of prior knowledge about the system structure.
However, to simplify the problem, several assumptions are made in the above equations

such that the system is linear, SISO, stable and time-invariant.

2.1.3.2 Relation between the Fourier transform and frequency response

The Fourier Transform method transforms non-periodic, time-domain, input u(¢) and
output y(¢) signals into equivalent frequency domain signals, U (f) and Y (f) which are

given in equation 2.14.
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U(f) = /_ iu(o 2l gy

- | (2.14)
V()= [ vl e Py

where, U(f), Y (f) are called as Fourier coefficients. The frequency response H (f)
is defined as a complex function by using the Fourier coefficient as given in equation

2.15.

Hm:§%:mm+mw> 2.15)

where sign convention should be considered for the phase angle (¢) calculation.
By using this definition in equation 2.15, magnification factor and phase shift are

calculated by using equations 2.16 and 2.17.

H(f)| = \JHA(S) + H () (2.16)
O(f) = ZH(f) = tan™" {g;((’;))] (2.17)

where Hg, Hy define real and imaginary parts of the frequency response, respectively.

According to the Dirichlet Condition in [3], integral of the input-output signals in

time-domain should be bounded as expressed in equation 2.18.

/_i]u(t)|dt < oo

oo (2.18)
| bl <«

This condition does not let open-loop frequency sweep test of the systems with
unstable dynamics. When the bounded input signal is applied into an unstable system,

its response will be unbounded which violates equation 2.18.

According to the flight test guidelines, frequency sweep test requires a) trim conditions
at the beginning and end of the test maneuver, b) aircraft response should be roughly
symmetric about the trim flight conditions. In the frequency sweep flight test, pilot or

control system provides the regulation to obtain bounded system response even if the
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bare-airframe has inherent unstable dynamics. Hence, the Dirichlet Condition can be

satisfied for systems with unstable and stable bare-airframe dynamics.

Performing the system identification procedure under the closed-loop conditions
(FCS-active situations) is quite suitable for the systems with unstable bare-airframe
dynamics such as rotorcrafts. However, it will result in bias error in the estimated
frequency response. In practice, the bias error level is not significant if the noise level

is quite low when compared to the forced excitation magnitude [3].

2.1.3.3 General observations

As a summary about the frequency response of a dynamical system, several

observations are made as listed below [3];
e Frequency response is used to characterize the system dynamics.

e Non-parametric model is obtained based on the frequency response dataset.

e There is no assumption about the structure and order of the system in the

non-parametric modeling approach.
e System linearity and time-invariance assumptions are necessary.

e Frequency response can be obtained for stable and unstable systems (with utilizing

the feedback compensation).

e Aircraft and rotorcraft platforms include dynamic and aerodynamic nonlinearities.
However, these nonlinearities can most often be characterized by using the

identified frequency responses.

2.1.4 Coherence function

Coherence function (f/fy) 1s an important product of smooth spectral functions defined

in [3] and its mathematical description is given in equation 2.19.

A

6o (P
Ga(NNIGy (1)

where |Gyy(f)],|Gx(f)],|Gyy(f)| are smooth spectral estimates of cross-spectrum,

(2.19)

=

input auto-spectrum and output auto-spectrum, respectively [3, p. 155,156]. The
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physical interpretation of the coherence function is given as the fraction of the output
power of the system that is linearly related with the input power. The value range of
the coherence function is in [0, 1] interval. For a perfectly linear system, in which the
output spectrum is attributable to the input spectrum, the coherence is obtained as 1.
However, there are several effects that decreases the coherence value below 1 and they

are listed below;

e Noise contamination on the measured system output.
e Nonlinearity in the system input-to-output.

e Process noise as a result of unknown and uncorrelated inputs.

The coherence function can be used to evaluate the accuracy of the identified frequency
response. As a rule of thumb, it is desired to have a coherence value higher than 0.6 as

given in equation 2.20.

7oy > 0.6 (2.20)

If this condition is satisfied and is not oscillating, it means that the obtained frequency
response has adequate accuracy and represents the linear dynamics of the related

system.

As mentioned before, measurement noise directly affects the coherence function value.

The relation between the coherence value and noise-to-signal ratio is given in equation

2.21.

B 1
14¢

T

(2.21)

where € is noise-to-signal ratio. It is obvious that to obtain the coherence function
value higher than 0.77, it is required to get signal-to-noise ratio (SNR) higher than
3. However, SNR > 5 is more suitable for the practical applications to obtain a high

coherence value.

For more theoretical information about obtaining the frequency response of a

dynamical system and coherence function, readers may refer to [3].
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2.1.5 Transfer function modeling

Transfer functions are the simplest form of parametric models which represent the
dynamical behavior of the system by using gain, poles and zeros. Basically, the transfer
function modeling approach is utilized to find a suitable transfer function whose
frequency response is fitted on the Bode plot of the test data over a defined frequency
range. The transfer function models are used for preliminary analysis of handling
qualities, actuator dynamics, aeroelastic modes and classical control system design
process. This approach is based on low-order equivalent system (LOES) assumption

which is put forth by Hodgkinson et al. [54].

Transfer function models include numerator and denominator elements. They can also
contain, an equivalent time delay 7., which is utilized for unmodeled, high-frequency
dynamics and transport delays. General form of the transfer function model is given in

equation 2.22. Also, it can be given in the factored form as shown in equation 2.23.

(bos™ +bys" 1 4 ...+ by’
s"tapst 4. +a,

T(s) = (222)

T(s) = k(1/T,)(1/T;,)...(1/ T, ) e
(1/T,,)(1/Tp,)...(1/T},)

Here, k is high-frequency gain, 1/7;, is shorthand notation for the i’ zero (s +1/T;,),

(2.23)

1/T,, is shorthand notation for the i’ pole (s + 1/7},) and 7, is equivalent time delay

of the system.

If the system includes complex poles, they are given in terms of damping ratio and

natural frequency as shown in equation 2.24.

£, 0] = (s* + 2L ws + ©?) (2.24)

The set of unknown parameters in equation 2.22 is determined by a numerical
optimization method to minimize the error between the desired transfer function (7')
and frequency response estimate 7. A quadratic cost function in equation 2.25 is used

in the optimization process.
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20 Qo . .
J= = ) Wy We(|Te| = |T1)* + Wy (LT £T)?) (2.25)
O @

Here, |.| describes magnitude (dB) at each frequency, / describes phase angle (deg)
at each frequency, ng is number of frequency points, ®;, @,, are starting and ending
frequencies to fit, respectively. W, is weighting function which is dependent on the

coherence function an it is given in equation 2.26.

Wy =[1.58(1 — e ™))? (2.26)

W, and W), are relative weights used in magnitude and phase squared-error calculation

and they are given in equations 2.27 and 2.28, respectively.

W, = 1.0 (2.27)

W, =0.01745 (2.28)

In the transfer function identification process, J < 100 reflects an acceptable accuracy

of the linear model for flight dynamics applications.

Accuracy of the identified linear model can be evaluated by using error response
function. In terms of magnitude (dB) and phase (deg) responses, the error response

function is defined as shown in equation 2.29.

Mager(f) = (IT| - |TC|)

A (2.29)
Phaseo (f) = (LT — £T)

For more theoretical information about transfer function structure and model fitting

algorithm, readers may refer to [3].

2.1.6 State-space modeling

Preliminary analysis of flight dynamics is performed by using the transfer function
identification method. It provides key features about the system such as model
structure, dynamic modes and parameters. However, transfer function models are not

suitable for modeling of the complex systems with higher-order modes and coupled
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dynamics. Also, it is hard to model multi-input / multi-output (MIMO) systems by

using the transfer function models.

In many aeronautical applications, mathematical model of the system should be
defined in the state-space form which includes stability and control derivatives of the
aerial platform. In the state-space modeling approach, system dynamics is represented
by using the first-order differential equations of motion. For aerospace applications,
unknown parameters are stability and control derivatives of the aerial vehicle. Initial
guesses of these parameters can be obtained by using the transfer function modeling

approach and first-principle analysis such as CFD method.

Perturbation equations of motion for a linear-time-invariant (LTT) MIMO system are

represented as first-order differential equations as given in equation 2.30.

myX1 +mipxXy + ...+ mipky, =(fr1x1 + fioxa + ...+ finxn)+
(griur +grauz + ...+ g1, Un,)
mo1X1 +mXy + ... + mopXy =(f21X1 + fooxo + ... + fonxn)+

(g21u1 + goouz + ... + g2 Un,) (2.30)

Mp1 X1 + MpXo + ...+ MypXy :(fnlxl +fn2x2 + ... +frmxn)+
(gniu1 +gnattz + ...+ &n, Un,)

Here, xi,x2,...,x, are states, uj,up,...,u,, are control inputs, m;; are mass terms
and they are used for inclusion of the forces and moments which depends on state
derivatives such as Ny. In the equations of motion of an aerial platform, the mass
matrix is usually unity. The f;; are stability derivatives and g;; are control derivatives.
In the state-space system identification applications, m;;, f;; and g;; are the system

parameters to be identified.

The equation 2.30 can be rewritten in the matrix form as shown in equation 2.31.

Mx = Fx+ Gu(r — 7) (2.31)
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where, M, F and G matrices include system parameters to be identified. Also, the time
delays due to the unmodeled dynamics are included as 7. Measurement vector y is

obtained by using the states and state derivatives as given in equation 2.32.

y = Hox+ Hx (2.32)

where, Hy and H; matrices are determined from measurement equations which
includes unit conversions, gravity acceleration and kinematic relationships. equations
2.31 and 2.32 are converted into the classical state-space representation as shown in

equation 2.33.

x=Ax+Bu(r—1)

(2.33)
y =Cx+Du(r — 1)
where, A, B, C,D are defined as given in equation 2.34.
A=M'F
B=M'G
(2.34)

C=Hy+HM'F

D=HM'G
The cost function that is used in the identification of the MIMO system is an extended
version used in the transfer function identification algorithm. Simply, the total cost
function value is sum of the individual cost functions of the identified SISO system

models.

The frequency response matrix of the identified model T(s) is calculated by using the

Laplace transform of the input vector u and output vector y as shown in equation 2.35.

¥(s) = T(s)u(s) (2.35)

yi(s) Tii(s)  Tia(s) Tin (s) | | u1(s)
2 (S) _ Tzl:(s) Tzz:(s) . . Tzni (S) uz:(S) (2,36)
Yo ($) Tu1(s) Tn2(s) Togn ()] | ttn.(5)



The frequency response matrix can be defined by using state-space system matrices
M,F,G,Hj and H; as shown in equation 2.37. In this equation, the time delays are

ignored.

T(s) = [Ho + sH;][(sI-M M)~ 'M~!G] (2.37)

The time-delays for each individual frequency response can be written in the matrix

form as given in equation 2.38.

e—Tlls e—les e—’L’[,,Cs

( ) e TS e~ 225 ... e TS
T(s) = : : : : (2.38)

efrngls effn(ﬂs e e*Tnoncs

If a common time delay is used for each output response, the time delay matrix reduced
to the time delay vector and the frequency-response of the model to be identified is

given in equation 2.39.

T(s) = [Ho+sH;][(sT—-M " 'M)" M~ 1G] o 1(s) (2.39)

Here, o’ defines the Schur product which performs element-by-element multiplica-

tion.

The aim of the system identification process is to obtain the linear system matrices
M, F,G and time delay 7 that closely matches the frequency response obtained from
the flight test data. For this purpose, linear model is fitted on the actual frequency
response by using an optimization process in which it is desired to minimize the cost

function given in equation 2.40.

nTE (9() [ .
=) { Y Wy W (1T — |T))* + W, (£T. — AT)Z]} (2.40)
=1

N o

Where, [ is the number of the frequency response pairs, [ = 1,2,3,...,n7r and ng, is
the number of frequency points which is used by all transfer functions. Although each
transfer function has the same number of frequency points, each transfer function is

evaluated in the corresponded frequency range in which the coherence value is above
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the assigned threshold. It is obtained from the experience that the coherence cutoff

parameter should be (yfycm) =0.4.

The accuracy of the identified state-space model is evaluated by using average cost

function as shown in equation 2.41.

Jave = — (2.41)

The weighting functions Wy, W,,W,, have the same definitions that are given in the
transfer function identification subsection. Identified parameters are collected in an

identification vector ® and it is shown in equation 2.42.

o=1[6 6 - 6

np

] (2.42)

In the optimization algorithm, the identification vector parameters are varied until a
minimum cost function value J,,, is obtained. In this process, the secant method
is used which is a type of pattern search algorithm. The secant method is a robust
and powerful tool against sudden changes and discontinuities in the optimization
parameters. Estimated values cannot be far away from the best estimate of the previous
step. So, the estimated parameters are obtained in a smooth and reliable manner. A
guideline for overall average cost function of the MIMO system identification process

is given in equation 2.43.

Jave < 100 (2.43)

Some of the cost functions, especially off-axis response cost functions, may be

between 150 and 200 as given in equation 2.44

Jof f—axis = 150 — 200 (2.44)

For more theoretical information about the state-space structure and model fitting

algorithm, readers may refer to [3].
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Accuracy analysis

After obtaining the state-space model of the system, it is required to evaluate the
accuracy of the identified parameters because of several reasons. The first reason is the
possible model reduction requirements. If an identified parameter is not reliable due
to the lack of information content, it is better to eliminate this parameter or to replace
it with a reasonable value which is obtained by using analytical or numerical methods.
The second reason for using the accuracy analysis is the robustness requirements of the
control systems. In many control system design process, especially in robust control
system design, parameter uncertainties are used to evaluate the robustness of the
closed-loop system. By using the parameter uncertainties, the designer can predict the
system performance in the off-nominal operation conditions. The third reason for using
the accuracy analysis is to evaluate the differences between the simulation and flight

test results which requires the level of confidence of each identified parameter [3].

In the frequency-domain system identification method, theoretical accuracy analysis
is used to evaluate the variability of the estimated parameters [55]. In this analysis,
Cramer-Rao (CR;) inequality is used as a principal metric which provides the minimum
expected standard deviation in the estimated parameter value 6;. It should be less than

or equal to the standard deviation of the identified parameter as given in equation 2.45.

o; > CR; (2.45)

The Cramer-Rao bound is used in model structure refining. Large values of the
Cramer-Rao bound indicate poor identifiability and it is better to eliminate or fix the
related parameters in the model structure. In general, scale factors of 5 to 10 are

adequate to obtain a reasonable estimate of the scatter.

o, ~ (5 — 10)CR,‘ (246)

When measurement noise is modeled or eliminated, a scale factor of 2 can be suitable.
In CIFER software, the factor of 2 is used to calculate the Cramer-Rao bounds of the

estimated parameters as given in equation 2.47.
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(CR)CIFER ~ O}~ ZCR, (247)

The Cramer-Rao bounds are expressed as a percentage of the estimated value of the

related parameter as shown in equation 2.48.

CR; =

7 ‘CRi % 100% (2.48)

i
Experience suggests that a reasonable guideline for the Cramer-Rao bound can be used

as shown in equation 2.49.

CR; < 25% (2.49)

It reflects reliability of the state-space model together with an average identification
cost function of J,,. < 100. Here, it is noted that the largest Cramer-Rao bound might

be in the range of 25% — 40% to obtain a reliable mathematical model [3].

For more theoretical information about the accuracy analysis, readers may refer to [3].

2.1.7 Time-domain verification

After obtaining the identified model from the frequency-domain system identification
process, it is important to evaluate the fidelity, robustness and limitations of the model.
For this aim, time-domain test signals in the form of step or doublet can be used which

are dissimilar from the identification test signal.

In the time-domain verification analysis, same input signal is applied into both the
actual system and the estimated model. Then, the model responses are compared with
the test flight measurements to evaluate the fidelity of the model. In this process, bias
and reference-shift corrections should be determined due to the several error sources
such as untrimmed flight conditions, senor noise, disturbances, integration errors and

off-axis input signals applied into the system [3].

Perturbation control input is defined as shown in equation 2.50.

u = Ugyua —Uo (2.50)
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where, Uy, 1s the time history of the measured control signal, Uy is the trim value of
the control signal which is obtained from the initial few seconds at the start of the test

flight.

The perturbation time history of the test flight is obtained by using equation 2.51.

Yaara = Ydata - YO (2~51)

where, Y is trim output time history, Y ;4 is recorded output time history.

A normalized criterion, called as Theil Inequality Coefficient (TIC), is adopted by
Jategaonkar et al. [56] as shown in equation 2.52 and it is used to evaluate the

prediction accuracy of the identified mathematical model.

VI G0) 5 [Vatara = ¥) "W (Yatra — ¥)]

TIC =
VI o) 7 [T Wy] 4/ [/ (0.710)] Z 19 Wedara)

(2.52)

The TIC value is determined in the range of [0,1]. A value of 7/C = 1 means that
model response is predicted perfectly. A value of 7/C = 0 means that obtained model
has no predictive capability. Jategaonkar suggests a guideline as shown in equation

2.53 for an adequate prediction performance [3].

TIC <£0.25-0.30 (2.53)

For more information about the system identification and verification theory, readers

may refer to [3].

2.2 Model Stitching: Developing a Full Flight Envelope Simulation Environment

By using the frequency-domain and time-domain system identification methods,
individual linear mathematical models are obtained for the related flight conditions.
The complexity and fidelity of the proposed mathematical model are defined by
the intended applications. Then, flight control system design process is applied for
each flight condition according to design specifications such as ADS-33E-PRF and
MIL-STD-1797B. In a classical FCS design process, this procedure is performed for

each flight condition and a gain schedule is generated for the controller parameters.
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The developed flight control system should be tested in non-real-time and real-time
simulation environments to evaluate its performance in the nominal and off-nominal
flight conditions. Also, it is important to observe the closed-loop system behavior
in several situations such as subsystem failure and flight phase transitions. For this
purpose, it is crucial to generate a high-fidelity mathematical model which is valid in

the full-flight envelope.

In literature, there are two types of methods for generating a full-flight envelope
simulation environment. The first method is called as first principle modeling approach
in which each subsystem is modeled by using physical relationships. For example,
aerodynamic forces and moments are calculated by using the aerodynamic database
which is generated by CFD analysis or wind tunnel tests. This approach requires
extensive calculation, development cost and time. The second approach to generate
the full-flight envelope simulation environment is called as model stitching method.
In this application, identified linear mathematical models of each flight condition are
combined by using trim data (state and control signal) of the aerial vehicle to obtain a

continuous full-flight envelope simulation environment.

Stitched models can be used for performance evaluation of the control systems,
pilot training and hardware-in-the-loop simulations in the flight envelope of the
aerial vehicle. Depending on the specific mission requirements, the stitched model
may include additional dynamical effects of external load pick up/delivery and
takeoff/landing phases. In this section, a general overview of the model stitching is

introduced. For more information, readers may refer to [3] and [4].

2.2.1 Basics of model stitching

The key elements of the stitched model are identified linear models and state/control
data of the related trim flight conditions. These point models and trim dataset are
obtained by using the system identification process and trim flight tests on the actual

system or non-real-time simulation environment, if available.

The linear state-space mathematical model is utilized to represent the perturbation
dynamics of the system in the reference flight condition. Generalized form of the

state-space model as a function of trim X}, axis velocity Uy is given in equation 2.54.
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X = A‘UQX+B|U()“
(2.54)
y =Cyx+Dyy,u

where, A, B, C,D are linear model matrices identified in the reference flight conditions,

X,y are perturbed state and measurement vectors, u is control signal vector. Subscript

Uy indicates the total airspeed in trim flight conditions.

The state-space representation of the aerial vehicle dynamics is rewritten by using total
values of the state, measurement and control signal vector as shown in equation 2.55.

Here, instantaneous X}, axis airspeed component U is used instead of the trim value Uj.

X = Ay (X—Xou) +Bjy(U-Uypy)
(2.55)
Y = Cy (X=X ) + Dy (U—~Ugy) + Youu

where, subscript O|U indicates the trim conditions for instantaneous total airspeed U.

Trim data and aerodynamic parameters are interpolated by using X, axis airspeed
component. At the anchor point flight, trim conditions are satisfied (X = 0) and

equation 2.56 is obtained.

X =Xy
U= UO\U (2.56)
Y — YO‘U

In the model stitching method, all stability derivatives, which are related to the X}, axis
airspeed, such as X,,, M,, and Z,,, are nulled-out. Instead, they are modeled implicitly by
using the partial derivatives of the trim state and control values as shown in equation

2.57.

a@)O|U aVVO|U a5[0n |U 85001 U
Xu = gcos(Ogp) (W) —wa( T ) —stonU( e ) —Xawzv( e
. 0, W, aé)\lon a66‘01
Z, = gsm(®ou)< 8ZU> —ZWU( 8Z|U> —Z610n|U( auOU) -7 co,|U< au()'U)

W, 98,0, 8.,
M= M5 ) Mo (5 ) Mo (5 )
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Figure 2.3 : General view of the stitch model structure (Adapted from [4]).

2.2.2 Key elements of a stitched model

In general view, the stitched model consists of state and control perturbations,
aerodynamic perturbation forces and moments, aerodynamic trim forces, nonlinear
gravitational forces and nonlinear equations of motion as shown in Figure 2.3. Each

component of the stitch structure is described in the following.

State and control perturbations (Ax, Au) are used to obtain the perturbed
aerodynamic forces and moments. Instantaneous state vector and trim state vector
are provided by the nonlinear EoMs and look-up tables, respectively. In a similar way,
control perturbation is calculated by using actual controller signal and look-up table of
the trim flight control vector. Mathematical description of the Ax and Au are given in

equation 2.58 and they are given in Figure 2.3 as Signal-1 and Signal-2 labels.

Ax =X — Xy o5
AUZU—U()‘U .

Aerodynamic force and moment perturbations are calculated by using the state and
control perturbations (Ax, Au) and identified linear state-space matrices (Agero, Baero)-
Here, state-space matrices include only stability and control derivatives. Gravity,

Coriolis and Euler angle terms are not included in these matrices.
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To obtain the dimensional perturbation aerodynamic forces and moments, a
dimensional mass matrix M is multiplied with A, Bger, matrices. Mass matrix
contains mass properties of the aerial vehicle and it is given in equation 2.59 for
the state vector [u,v,w,p,q,r]. Aerodynamic dimensional perturbation forces and

moments are given in Figure 2.3 as Signal-3.

m 000 0 0 0 0
0OmoO 0 0 0 0
00m 0 0O 0 0
M=10 00 1, 0 -1, 0 (2.59)
000 0 I, 0 0
0 0 0 I, 0 I. O

Aerodynamic trim forces are obtained by utilizing several flight tests. Airspeed and
Euler angles are recorded in trim conditions to generate look-up tables as a function
of X}, axis total airspeed. The specific acrodynamic trim forces are given in equation

2.60.

Xaeroy = &5in(Og|yy)

aerog — & COS(®0\U)Sin<q)O\U) (2.60)
Zaeroy — 8 COS(G)O\U) COS(CDO\U)
To obtain the dimensional aerodynamic trim forces, the specific aerodynamic trim

forces are multiplied by aerial vehicle mass, m. Dimensional aerodynamic trim forces

are shown in Figure 2.3 as Signal-4.

Total aerodynamic forces and moments (Signal-5) are obtained by summing the trim
aerodynamic forces/moments (Signal-4) and perturbed aerodynamic forces/moments

(Signal-3).

Stitch model structure includes nonlinear gravitational forces acting on the center of
gravity of the aerial vehicle. Here, instantaneous roll and pitch angles are used instead

of trim Euler angles. Specific gravitational forces are given in equation 2.61.

Xoray = —gsin(0)
Yorav = g cos(®) sin(P) (2.61)

Zgray = gcos(®) cos(P)
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The specific gravitational forces are multiplied by simulation mass value my;, to
obtain the dimensional gravity forces. my;,, may be different from the mass value
of the identified linear model. Hence, it is possible to evaluate the off-nominal
flight performance of the aerial vehicle with different weight configurations. The

dimensional gravity forces are shown as Signal-6 in Figure 2.3.

Total forces and moments (Signal-7) for the nonlinear EoMs are obtained by
summing the aerodynamic, gravitational and external force/moment components as
shown in Figure 2.3. Here, external forces and moments are used to simulate additional

components such as landing gears, tail hooks and tether systems.

Nonlinear equations of motion are derived based on Newton’s Second Law and are
used to obtain the state derivatives (X). The nonlinear EoMs include cross-coupling
dynamics and Coriolis terms. Also, by using the simulation values of the mass (1, )
and inertia (L, ), it is possible to evaluate the system performance in off-nominal flight

conditions with different mass characteristics.

In the look-up table interpolation process of the stability and control derivatives,
a first-order low-pass airspeed filter is used to avoid any jumps in the short-term
motions. Especially at the anchor points, accurate dynamical responses are obtained
by using the airspeed filter. Break frequency can be selected as @y = 0.2rad /s which
is suitable for moderate/aggressive maneuvers of the aerial vehicles. Also, for more

agile vehicles, it is possible to utilize a higher value of break frequency [3,43].

2.3 Multi-Objective Optimization Based Control System Design Approach

In practical applications, the main problem of the flight control system design process
is to obtain a suitable and optimized controller parameters that satisfies several stability
and performance requirements. In addition, safety of the flight crew and platform is a
crucial factor, especially in the test period. As a result of these inherent characteristics
of the flight control system design process, cost of the testing and evaluating of a new
control system is around 75K /hr [2]. Hence, it is necessary to develop a systematic

approach in designing an optimal solution for the control problem.

In literature, there are two fundamental examples for optimized flight control system

design procedures in which direct parameter optimization methods are utilized [2].
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In Group for Aeronautical Research and Technology in Europe (GARTEUR) case
study, 30% of improvements in controller performance is achieved by using the
multi-objective parameter synthesis (MOPS) method when compared to manual tuning
process of the control system parameter [57]. MOPS has been used successfully in the

flight control system design and development process of the Euro Fighter program [58].

In [59], a systematic approach based on multi-objective parametric optimization
method is introduced to increase the efficiency and safety of the flight control system
design process. As a result of the collaborative research between the US Army
Aeroflightdynamics Directorate (AFDD), University of Maryland and University of
California, a comprehensive tool is developed which is called as Control Designer’s
Unified Interface (CONDUIT). The effectiveness of the proposed design method has
been proven and demonstrated in UH-60 [60], Armed Reconnaissance Helicopter
(ARH-70A) program by Bell Helicopter [61], V-22 and RAH-66 programs by Boeing
Helicopter [62]. Brief description about this design process is given in following
subsections. For more information about the multi-objective parameter optimization

based flight control system design, readers may refer to [2].

2.3.1 Overall road map

In the proposed road map given in [2], there are several sub-process to evaluate and
optimize the design parameters as shown in Figure 2.4. It would be useful to describe
the road map step-by-step before using the multi-objective parametric optimization

process.

At the beginning of the optimization process, it is required to define program
requirements such as operational environment (i.e. visual and weather conditions,
etc.), mission category (search and rescue, cargo transportation, etc.), aircraft class
(fixed-wing or rotary-wing), vision aids (sensors and displays) and autonomy level of
the aircraft. The proposed control system performance is evaluated according to the

selected program requirements.

System architecture determines the capability of closed-loop structure and it
is selected based on the program requirements, desired response type (such as
Attitude-Control / Attitude-hold (ACAH) or Rate-Control / Attitude-Hold (RCAH))

and authority level (partial or full). After determining these high-level requirements,

42



Program System | | Analysis | _|Selectdesign
requirements architecture model parameters
A *
Preliminary
design

l L
R _ Check R
Optimization |- performance (Pcomb) l«—( )= Specifications
A A A A

Y

Updated design l——
»| Sensitivity
\ analysis

DM optimization

Y

Gain scheduling

Y

Off-line &
piloted simulation

¥

Hardware
In-the-loop (V&V)

Flight testing

FCS development
complete

Figure 2.4 : General view of the multi-objective optimization based flight control
system design road map [2].
detailed control system architecture should be selected based on various methodologies
such as PID, model following, linear quadratic regulator (LQR), dynamic inversion,

adaptive and robust control.

After determining the program requirements and control system architecture, design
specifications are selected based on several standards such as SAE AS94900, ADS-33
(for rotorcrafts), MIL-STD-1797 (for fixed-wing platforms), FAR Part 25 and several
company specifications. These regulations include quantitative requirements for the
flight control system such as stability margins, time delay, bandwidth, actuator activity

and disturbance rejection characteristics of the controller.

Accurate analysis model is an important element in the control design process. It
represents critical open-loop system dynamics such as natural frequency and damping
ratio of the dominant poles and zeros. Besides of the bare-airframe dynamics, the
analysis model may contain higher-order rotor and actuator dynamics, structural

modes, control allocation algorithm (mixer) and logic elements.
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Design parameters are used to tune the dynamical characteristics of the closed-loop
system. For example, in a PID controller structure, proportional, derivative and integral
gains are utilized as design parameters and control system engineer should select
these coefficients to meet the predefined dynamical requirements. Similarly, in LQR
architecture, the feedback gain matrix is selected to minimize the predefined cost
function. If the control system contains lead-lag compensation, filter pole and zero

frequencies are selected as design parameters to meet these requirements.

To reduce computation time and obtain global optimal design parameter value, it is
required to perform a preliminary design process in which a near-optimal solution
is determined. It provides an adequate starting point about the controller parameters
even though they are sub-optimal. Classical PID design rules or LQR algorithm can
be used for this initial design step. In addition, the minimum crossover frequency
of the broken-loop system is estimated in this step which is a crucial dynamical
characteristics for adequate reference tracking and robustness. Then, in performance
checking process, raw score of the proposed closed-loop system is calculated and

handling quality level of the preliminary design is evaluated for each specification.

Optimization process is performed by using normalized score of the selected
specifications.  Feasible Sequential Quadratic Programming (FSQP) algorithm
determines the search direction for the selected specifications, individually. In this
step, it is also important to minimize the over-design which may result in sub-optimal
solution. There are three phases that are used to obtain the optimized value of
the design parameters. In Phase-1, design parameters are selected to meet all hard
constraints such as stability requirements. Then, soft constraints (i.e. handling quality
requirements) are met in Phase-2. Summed objectives are used in Phase-3 and the cost

of feedback is minimized.

As a result of the optimization process, updated parameters are obtained and
evaluated in the performance checking step. Then, if an improper controller parameter
set is obtained, optimization-update and design-check performance loop is repeated
until an appropriate controller parameter value is calculated. In result, all design

specifications should be met with a minimum over-design.
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The sensitivity of the closed-loop system to initial conditions and uncertain model
parameters are evaluated in the sensitivity analysis. This process is performed based
on l-dimensional search topology. It gives insight about the quality of convergence

and accuracy of the final design parameters.

In the controller design process, there are trade-offs between several specifications
such as crossover frequency and disturbance rejection requirements. Hence, the
Level-1 boundaries of the selected specifications are tightened progressively and
design trade-offs are explored in design margin optimization (DMQ) process. As a
result of the DMO analysis, pareto-optimum design solution is obtained which satisfies

the design requirements with minimum actuator activity.

If the aircraft has a wide flight envelope, it is required to re-design the controller
parameters for each operation point. This step is called as gain-scheduling process.
Then, a look-up table is generated and controller parameters are interpolated in
real-time as a function of airspeed, Mach number or dynamic pressure. Here, it is
important to obtain a smooth variation of the design parameters to avoid control signal

jumps.

Off-line and piloted simulations are performed to evaluate the robustness and
performance of the proposed controller. In the off-line simulations, nonlinear
higher-order mathematical models are used. Real-time piloted simulations are

performed in fixed-based, motion-based and in-flight simulation environments.

Fixed and motion-based flight simulators are safe and effective solutions to evaluate
the closed-loop system performance. However, synthetic visual cues are used in these
simulation platforms and motion is limited with the mechanical and electromechanical
elements such as actuators. In-flight simulators provide real motion and vision cues
though they are limited by the dynamical response and flight envelope of the host
aircraft. Calspan total in-flight simulator (TIFS) may be given as an example which
is shown in Figure 2.5. This simulator was used in several projects such as landing
control system design for the space shuttle, evaluation of the flying qualities of the
Concord and B-1. The TIFS was retired in 2008 and today Learjet LJ-25 variable

stability system (VSS) aircrafts are used as in-flight simulators [2].
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Figure 2.5 : Calspan total in-flight simulator [5].

The in-flight simulators are also used in rotorcraft platforms. Sikorsky was developed
Helicopter Advanced Demonstrator of Operator Workload (SHADOW) platform based
on a modified S-76 helicopter. SHADOW was used in development process of RAH-66
Comanchee control system. Now, it is not in operation but several in-flight simulators

are used such as JUH-60A RASCAL, EC-135 and Bell 412 [2].

Hardware-in-the-loop (HIL) simulation environment includes a high/mid-fidelity
nonlinear mathematical model, flight control system hardware and actuators. In this
process, the proposed control algorithm, hardware, software and actuators are tested
under realistic flight conditions. Also, mode switching logic, redundancy management

and failure modes are evaluated in this step.

After performing HIL simulations, the proposed control system is evaluated in actual
flight tests. In this step, predicted and actual system performance are compared. Also,
pilot comments are used to re-design the controller structure and parameters. All
of the previous steps in the design methodology should be performed clearly before
the test flights because of the safety considerations and its high cost which is about

$75K / flight hour [2].

2.3.2 Quantitative design requirements

To ensure that the proposed flight control system satisfies adequate handling qualities
for a specified type of mission, it is crucial to define a complete set of design

requirements and specifications which are drivers to obtain the optimal design solution.
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In this section, quantitative design requirements are reviewed and explained briefly.

For more information, readers may refer to Chapter-5 in [2].

2.3.2.1 Stability and stability margins

Eigenvalues: Eigenvalues of the dynamical system are important parameters to
evaluate the system stability. For stable dynamical characteristics, all of the
eigenvalues should be on the left-hand plane in the s-domain. In other words,
eigenvalues should have negative real parts. In manned aerial vehicles, low-frequency
unstable modes, such as phugoid and spiral modes, can be compensated by the pilot.
However, in the unmanned aerial vehicles, all of the poles should be on the left-hand

side to ensure absolute asymptotic stability of the system.

Stability Margins: Stability margin requirements provide gain margin (GM) and
phase margin (PM) of the broken-loop responses in which the loop is broken at the
actuator or mixer input. The stability margin requirements should be maintained for
the off-nominal center of gravity (cg) location, mass distribution and external store

configuration in the flight envelope of the aircraft.

For the rigid body dynamics, stability margin requirements can be defined as +45°
of phase margin and £6d4B gain margin for the standard operational flight envelope.
According to the SAE-AS94900, uncertainty analysis should be performed for the
key stability derivatives with 20% uncertainty. It is required that the stability margins
should not degrade by more than 50% of the requirements. For the frequencies below
the structural modes in nominal flight conditions, this requirement indicates +22.5°

phase margin and +3dB gain margin should be maintained in the uncertainty analysis.

Nichols Margin is evaluated by using the broken-loop gain-phase response of the
dynamical system and it used to define robust stability margins in terms of an exclusion
zone. Nichols margin boundaries were introduced by Magni et. al. to ensure that
simultaneous changes in gain and phase of the broken-loop response do not cause
dynamical characteristics with low stability margin. The Nichols margin requirements

are commonly used in the European flight control system design projects [2].
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2.3.2.2 Damping ratio

The damping ratio (&) describes how fast the oscillation on the system response decays
after the external disturbance is applied to the system. In other words, it is a measure
of the oscillation decay rate. If the damping ratio is smaller than 1, ({ < 1), the system
is called as underdamped and the magnitude of the oscillatory response decays with
a rate of a = {@,. If the damping ratio equals to zero, ({ = 0), the system oscillates
with a constant magnitude. If the damping ratio is 1, (§{ = 1), it is called as critically
damped system and it exhibits no oscillatory motion. In the control system and filter
design process, a damping ratio of { = 0.707 is desired which results a flat frequency

response magnitude.

2.3.2.3 Minimum crossover frequency

The main benefit of the feedback signal in a control system is its suppression behavior
against the deviations and uncertainties in the bare-airframe parameters such as
aerodynamic coefficients, mass and cg location. So, high feedback gain results in high
magnitude control signal and actuator activity. The crossover frequency is a measure of
the level of the feedback in a closed-loop system. A higher crossover frequency better
suppresses the system variations at the cost of increased actuator activity, decreased
stability margin and increased noise susceptibility. So, it is important to find an
optimal solution for balancing the benefits and costs. In the optimization procedure,
the crossover specification is used as both soft constraint and performance objective.
Because of the minimization of the performance objectives, the optimal solution is
obtained when the crossover frequency is equal to the minimum required value. This

is the minimum crossover frequency which still meets the Level 1 requirements.

Typically, the minimum crossover frequency is a user-defined parameter which is
defined for different aircrafts. There are several requirements to set the minimum
crossover frequency such as stabilization of the unstable low-frequency modes,
disturbance rejection, model following and performance robustness under parametric

uncertainty situations.

To provide the closed-loop stability of the system, minimum crossover frequency

should be defined as 2 or 3 times greater than the natural frequency of the unstable
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modes. X-29A highly-maneuverable aircraft could be given as an example. This
aircraft has an unstable static margin (—35%) to obtain enhanced maneuvering
capability. However, it is necessary to stabilize the unstable modes. For high-subsonic
flight conditions (M=0.9), it has a real unstable pole at A = 5.1. So, to provide the
closed-loop stability, minimum crossover frequency is selected as @, > 10rad /s and it

is verified as @ = 12rad /s by using flight test data [2].

2.3.2.4 Pilot-induced oscillation specifications

The control system design process is performed by using linear analysis methods.
Generally, nonlinear effects of position and rate limitations of the actuators are ignored.
However, these effects can degrade the system performance and safety in nonlinear

simulations and flight tests and they should be considered in the design phase.

Rate limit of the actuator is particularly important for a dynamical system. It increases
the phase-lag and it is directly related to the pilot-induced oscillation (PIO) events.
Open-loop-onset-point criteria is developed by Duda in [63] for fixed-wing aircrafts to

predict the possible PIO situations and it can also be used for the rotorcraft platforms.

2.3.2.5 Disturbance rejection requirements

The crossover frequency is directly related to the disturbance rejection bandwidth
(DRB) and stability margin requirements. It can be stated that the lower bound of the
crossover frequency is determined by using the disturbance rejection bandwidth and
the upper bound is determined by using the stability margin requirement. Also, it is
important to note that the primary dependency of the wpgp is on the attitude gain. From
the point of view of the controller parameters, the attitude gain is lower-bounded by the
minimum DRB requirements and upper-bounded by the stability margin requirements

[2].

Some of the specifications for the fixed-wing platforms are obtained from
ADS-33E-PRF which contains a set of quantitative requirements for military
helicopters.  The selected requirements are disturbance rejection peak (DRP),
disturbance rejection bandwidth (DRB) and Bandwidth/Phase delay specifications

which are described in the following.
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DRB and DRP specifications are developed by US Army Aviation Development
Directorate (ADD) in 2005. These specifications are used to quantify the ability of
an aircraft to reject the disturbance and return the commanded state such as attitude

and position.

DRB and DRP specifications are defined in the frequency domain and they are
calculated by using sensitivity transfer function, S(s), which is given in equation 2.62.
The DRB is defined as —3 dB crossover frequency of the sensitivity function as shown

in equation 2.63.

1

= T GOIEE (2.62)

S(s)

where, G(s) is the process model and H (s) is the feedback compensation element on

the feedback path.

o

where, y,; is disturbance input and y/ is measured signal after the disturbance input is

Y (s)
ya(s)

= —3dB) = wprp = DRB (rad/s) (263)
S=jw

applied into the closed-loop system.

DRP is the peak amplitude of the frequency response of the sensitivity function and it

is defined in equation 2.64.

max (

Bandwidth (BW) is defined as the highest input signal frequency that can be tracked by

!

y(s)

Ya(s)

) = DRP (dB) (2.64)

S=jW

the closed-loop system. It characterizes the aircraft response for the pilot inputs. Phase
delay 7 is defined as the effective time delay in the control system. Low bandwidth and
high phase delay results in a poor handling quality and sluggish response, especially

for tasks which require high precision tracking and aggressive maneuvers.

In ADS-33E-PRE, there are two types of bandwidth called as gain and phase margin
bandwidths. The gain margin bandwidth is defined as the frequency where the
closed-loop system has 6 dB gain margin. Similarly, the phase margin bandwidth

defines the frequency where the closed-loop system has 45 deg phase margin.
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It is important to note that, for the rate command response types, the bandwidth is
defined as the minimum of the gain and phase margin bandwidth frequencies. For the
attitude response types, the bandwidth is defined as the phase margin bandwidth. The
gain margin bandwidth is an important parameter for the attitude control systems. If
it is significantly smaller than the phase margin bandwidth, it may be an indicator of

pilot-induced oscillation and it must be evaluated during the design process [2].

2.3.2.6 Performance metrics

The control system optimization process aims to obtain a desired performance level
with a minimum control effort. So, performance metrics are used to achieve
the Pareto-optimum solution which indicates maximum performance with the most
efficient usage of the controls. Use of these specifications in the summed objective
means that the optimization algorithm forces the design into Level-1 and as far as
possible from the Level-1 boundary. This results in the minimum summed objective

costs while still meeting the Level-1 conditions for all other specifications [2].

The first performance metric is actuator root mean square (RMS) which improves the
stability margin in the presence of parametric uncertainty in the aircraft dynamics.
It minimizes noise sensitivity of the closed-loop system, actuator saturation and PIO
susceptibility. It also prevents the excitation of the high-frequency modes such as
structural dynamics. The actuator RMS specification is applied from the commanded

signal to the actuator response in the aircraft platforms.

The second performance metric used as the summed objective is crossover frequency
which is defined as the frequency at which the magnitude curve of the open-loop
response crosses 0dB. This specification is used as a summed objective to minimize
the crossover frequency while maintaining the Level-1 conditions in all other criteria.
The crossover frequency specification is applied for the broken-loop response at the

input of the actuator or mixer.

2.3.3 Design optimization

The flight control system design process requires consideration of several specifica-
tions, complex control architecture and numerous design parameters. The design space

is highly constrained and constitutes a non-convex optimization problem. Hence, a
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three-phase optimization scheme is developed in [2] which is combined with feasible
sequential quadratic programming (FSQP) solver. FSQP is used to solve the min-max
optimization problem of the multiple objective functions. Here, the optimization
problem is divided into three phases such as Phase-1, Phase-2 and Phase-3. Hard
constraints, such as eigenvalue, PM and GM requirements, are satisfied in Phase-1.
In Phase-2, soft constraints are satisfied without violating the hard constraints. In the
last phase, Phase-3, the best solution is selected among the solution space that satisfies
hard and soft constraints. Pareto-optimum solution is obtained in Phase-3 which meets

all of the requirements with minimum control usage.

The main purpose of the numerical optimization step is to tune the design parameter
vector (dp) until all of the specifications are in Level-1 region with minimum actuator
usage, in other words, minimum over-design. In the worst-case scenarios, such as
edge of the flight envelope and faulty conditions, design solution might be in Level-2

or Level-3 which is acceptable for degraded conditions.

One of the several approaches to solve the multi-objective parameter optimization
problem is FSQP which is able to solve the non-convex, nonlinear programming
problems with large design variable set. These are the main characteristics of the flight
control system design problems and FSQP algorithm is well suited for them. It is a fast
and effective solver for many complex flight control system design problems. Hence,

the FSQP is integrated into the CONDUIT software.

In the FSQP algorithm, a vector search direction (d) and correction direction (d) are

determined at each iteration to update the parameter vector dp given in equation 2.65.

dp,. = dp, + 1 di + 17 df (2.65)

where, k is iteration number and ¢ is step size.

Quadratic programming search algorithm [64], which is based on [65], is the core
of the FSQP solver. For more information about application of the FSQP solver in

CONDUIT software, readers may refer to [2].
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2.4 Closed-loop Reference Model Based Adaptive Control

In this section, closed-loop reference model (CRM) adaptive system is introduced
and its stability and convergence properties are established in the absence of any
perturbations. This analysis is performed based on a linear system with scalar input as

given in equation 2.66.

x(t) = Apx(t) +bu(t) (2.66)

where, x(t) € R", u(r) € R are state vector and control signal, respectively. Also, it is
assumed that , A, € R"" is unknown and b € R" is known. The main goal is designing
an adaptive controller such that system states x(¢) tracks the reference model states

Xm(t) which is defined in equation 2.67.

Xm(t) = Am Xm(t) +D r(t) — L(x(t) — xn(1)) (2.67)

where, reference model A, € R**" is Hurwitz and command signal r(¢) € R is

bounded. L € R"*" is Luenberger-gain and it is chosen such that;

An=An+L (2.68)

is Hurwitz. If L is set to zero, classical model reference adaptive control (MRAC)

structure is obtained.

It is assumed that a parameter vector 8* € R" exists which satisfies the matching
condition as given in equation 2.69. Superscript (*) indicates the desired value of
the 6.

An=A,+b0" (2.69)

Adaptive control signal is defined as given in equation 2.70.

u(t) = 07 (1)x(¢) +r(r) (2.70)
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where, 0(t) € R" is adaptive control gain. Update law of the adaptive gain vector is

given in equation 2.71.

0(t) = —Tx(t)e(t) Pb (2.71)

where, I'=TI'7 > 0 is defined as adaptation rate, e(¢) is model following error (pseudo
tracking error) given in equation 2.72 and P = PT > 0 is the solution of the algebraic

Lyapunov equation given in equation 2.73.

e(t) =x(t) —xp (1) (2.72)

ATP 4+ PA, = I\, (2.73)

Time derivation of the error is obtained as given in equation 2.74.

é(t) = Ape(t) + b0 (t)x(1) (2.74)

where () = 6(t) — 8" is defined as estimation error in the adaptive parameters. More
information about stability and convergence properties of the CRM-adaptive system

can be found in [66].

Standard open-loop reference model (ORM), which is used in MRAC, is given in

equation 2.75.

30() = A%, (£) + br(t) (2.75)

For this model, tracking error is defined as given in equation 2.76.

(1) = x(t) — () (2.76)

Here, €° is called as true tracking error. It is important to note that the convergence
properties of the ORM-adaptive systems, in which ¢°(¢) tends to zero, is guaranteed

for the CRM-adaptive systems [66].
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The main advantage of the CRM-adaptive system when compared to the
ORM-adaptive one is its improved transient response characteristics. The
characterization of the transient response is performed based on L, and L. norms of
several key signals such as 0,xm,e,¢’ and 1. More information about the transient

response characterization is given in Chapter 6 and in references [52] and [67].

2.5 Continuous-time Control in Reinforcement Learning

Artificial intelligence is a popular and powerful tool to solve complex problems
by using observations, such as sensor data. Several successful studies have
been performed in which deep learning and reinforcement learning algorithms are
combined. In result, Deep Q-Network (DQN) algorithm is developed in 2015 by Mnih
et. al. [68] which is able to provide human-level performance on Atari games by using
pixel data. In this study, a deep neural network is utilized as a function approximator

which is used to estimate the action-value function.

However, DQN algorithm is able to handle discrete and low-dimensional action space
while many physical control tasks require high-dimensional action space. Also,
continuous-valued cases require an optimization process which should be performed
iteratively at every step. Simply, DQN algorithm can be applied to the continuous
case by discretizing the action space. However, this situation results in curse of

dimensionality which is a common problem in machine learning applications.

In [69], a model-free, off-policy and actor-critic based algorithm is proposed in which
deep neural network agent structure is used as a function approximator. They combined
actor-critic approach with the DQN structure developed in [70] and [68]. Training of
the system is performed by using deterministic policy gradient (DPG) algorithm given
in [71]. The developed system is called as deep deterministic policy gradient (DDPG)
and it is able to learn the policy by using low-dimensional observations and generated

network structure with predefined hyper-parameters.

The most important feature of the DDPG algorithm is its simplicity. It uses an
actor-critic structure and a proper learning algorithm which makes it easy to use,

implementable and scalable for difficult problems.
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In this algorithm, a standard reinforcement learning setup is utilized which consists of
an agent interacting with the environment (E) in each time step (r). At each step,
the agent receives observation (x;), action (a; € RY) and scalar reward (r;). The
agent response is defined as policy (7) and it maps observations states to a probability
distribution of the actions. Observation state is given as s; and it is assumed that the

environment is fully observable, s; = x;.

Finding the greedy policy in continuous-time systems requires optimization of the
action a; in every time step. This is not a practical solution for complex action spaces
and large, unconstrained function approximators. Hence, in [69], actor-critic structure
based on DPG algorithm is utilized to obtain continuous-time actions. Application of
this reinforcement learning structure on CRM-adaptive control system is described
in Chapter 6. For a detailed explanation about the continuous control with deep

reinforcement learning method, readers may refer to [69].
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3. TRANSITION FLIGHT MODELING OF A FIXED-WING VTOL UAV: A
FIRST PRINCIPLE MODELING APPROACH

In recent years, civil UAVs have been used widely in areas such as agricultural
observation, wildlife protection, and traffic monitoring. There are various types of
UAVs such as quadrotor, tilt-rotor/tilt-wing and vertical take-off and landing UAV,
etc. which are each designed for different operational aims. Each of these airframe

concepts has advantages and disadvantages depending on the design.

Unmanned rotorcrafts are able to take-off and land vertically on both flat and rugged
surfaces. They do not need a helipad because of their low weight and small
dimensions. Observation and reconnaissance missions of a specified area can be
performed for several minutes while hovering, which is the most important capability

of the unmanned rotorcrafts.

Despite the advantages of the hover flight regime, unmanned rotorcrafts cannot
be used for operations which require higher speeds, longer flight ranges or larger
payload capacities. Compared to the rotorcrafts, fixed-wing UAV's have remarkable
payload capacities for different types of operations such as logistics and high altitude

observation.

Especially in military applications, it is important to be able to operate UAVs in
variable conditions. Depending on the combat area, it may be necessary to land and
take off from difficult terrain such as steep slopes and uneven surfaces. In addition,
UAVs may operate in multiple flight regimes during a surveillance operation that

requires tracking static and moving targets.

These requirements are relevant not only for military operations but also for civilian
applications such as detecting cracks or leakages in pipelines, performing surveillance
of a moving or static target in urban traffic, or transporting emergency medical
supplies between medical storage facilities, hospitals, and clinics in both cities and the
countryside. Runways may not be available in these areas. Especially in urban areas, it

may be necessary to landing and takeoff in a limited area such as the roof of a building.
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If operation time is an important factor, aircraft design should combine the high-speed
cruising capability of fixed-wing UAVs and the hovering and vertical take-off/landing
capability of rotary-wing UAVs. To combine the advantages of hover and forward
flight capabilities, fixed-wing vertical takeoff and landing (VTOL) concept has been

developed and studied in recent years.

For this reason, recent studies have focused on fixed-wing VTOL concepts that

combine the advantages of fixed-wing and rotary-wing UAVs.

There are several VTOL UAV concepts with tilt-wing, tail-sitter, and tilt-rotor designs
[72]. Tilt-wing UAVs take off and land vertically with a tilted-wing propulsion system.
Initially, they start to climb vertically and altitude increases. During the transition flight
regime, the tilt angle of the wing gradually decrease toward the horizontal position
before the UAV starts to accelerate. After reaching stall speed, the wing-propulsion
system is oriented horizontally and transition flight regime is completed. Tail-sitter
UAVs do not have wing or propulsion system with tilt mechanisms but instead have
pusher or tractor propellers. At the beginning of the flight, the UAV accelerates
vertically to increase altitude. Then it performs the transition from hover to horizontal
flight, which is the most critical point. In practice, the transition is achieved by a
crucial stall-and-tumble maneuver. For this reason, controlled transition scenarios and

maneuvers are developed to minimize crash probability.

In tilt-rotor models, the propulsion system can be positioned vertically or horizontally
depending on the flight regime. Tilt-rotor UAVs behave like helicopters during hover
flight and operations can be performed in this flight regime. As tilt angle decreases
toward the horizontal position, the UAV starts to accelerate. After the UAV’s velocity
is about 1.2 times faster than the stall speed, the tilt-rotors are positioned horizontally
and the transition flight regime is completed. During the transition flight, it is important
to follow a transition schedule to reach the trim point. To accomplish this reliably,
transition scenarios are developed that supply the required flight velocity and angle of

attack data to the flight control system.

Driven by the below design requirements [73];

e 1 hr cruise flight +10 min hover flight +15 min takeoff and landing 70 km operation

flight range.
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Winglet-rudder hybrid design for
Counter rotating main lift fan with independent lighter structure and improved
controlled brushless motors aerodynamic performance

Highly efficient blended wing design
with carbon composite structure

Tilt mechanisms with high performance
electric propulsion system

Figure 3.1 : General view of the Turac VTOL concept.

e 20 m/s cruise speed
e 8 kg payload

e Automatic takeoff/landing flight control system

following the above-mentioned advantages associated with tilt-rotor VTOL UAVs,
“Turac” is designed and prototyped by the Control and Avionics Laboratory of the

Istanbul Technical University [74]. General view of the Turac is given in Figure 3.1.

It is important to note that, besides various academic researchers, several companies
are also working on tilt-rotor UAV designs. Commercial fixed-wing tilt-rotor UAV's
include the Panther (Israel Aerospace Industries), Eagle Eye (Bell Helicopter), AD-150
(American Dynamics Flight System), and Phantom Swift (Boeing), which were all
developed for military applications. In that respect, Turac is tailored towards civilian

applications and the design embeds various distinct and novel concepts.

Turac design has a blended-wing airframe that generates lift with both the body (in
the closed coaxial fan configuration) and the wings. For longitudinal static stability,
reflex airfoil profiles are used instead of a tail group. In this way, the lift force
capacity is increased while the drag force remains at an acceptable level. The wings
and winglets are detachable, an advantage for easy transportation and adjusting the
wingspan according to mission requirements. The all-electrical propulsion system
includes brushless direct-current motors and Lithium Polymer batteries that provide

high performance.
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Figure 3.2 : General view of the tilt mechanism.

Turac has two tilt-rotors which are mounted on the port- and starboard-front of the
body. Each tilt-rotor group provides the 15% (and up to maximum 30%) of the total
weight of the UAV and they are active during the hover, transition and cruise flight

regimes. General view of the tilt-rotor mechanism is given in Figure 3.2.

A co-axial lifting fan group is mounted on the rear part of the body and it is embedded
into the airframe. In hover and transition flight regimes, the co-axial fan group becomes

active and provides the vertical thrust force about 70% of the total UAV weight.

In hover flight regime, tilt-rotors are positioned upward and the co-axial fan group is
activated. Then the UAV increases its altitude to a predefined safety level before the
transition. In the transition flight regime, tilting mechanisms start to rotate toward the
horizontal position to generate horizontal thrust force and this acceleration phase is
kept until the forward flight speed reaches about 1.2 times of the stall speed. When the
UAV exceeds the stall speed, the rotations of the tilt rotors are completed and the UAV

enters the horizontal flight regime.

For hover, forward flight and transition flight tests, several scaled prototypes of Turac
are manufactured by using rapid-prototyping techniques. Flight test are performed
on various 1/2 - 1/3 scale models of Turac due to the limited flight test area on the
university campus. So, mathematical modeling studies are performed on this prototype
to verify flight tests and simulations. 1/3 scale prototype is shown in Figure 3.3. We
refer the reader to [74] for an extensive treatment of not only the design but also the

prototype manufacturing process of Turac.
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iure3. : General view of the 1/3 scale rototype of te Turac.
In [75] we focus on the dynamic modeling of the Turac fixed-wing VTOL. Specifically,
we introduce a complete six-degree-of-freedom nonlinear mathematical model which
is developed for the design of a forward- and back-transition control system.
During the transition flight phase, UAV dynamics become quite complex due to
the propeller-induced airflow effects on the airframe. Hence, it is critical to define
a transition corridor for hover-to cruise and cruise-to-hover flights. To this end,
forward- and back-transition scenarios are described based on the balance of forces
and moments on the UAV. A state schedule is generated for flight velocity, angle of
attack, and thrust levels of each propeller and is used as a feed-forward data set for the

flight control system.

3.1 Mathematical Modeling

In this section, we focus on the deriving 6 degree-of-freedom (DoF) nonlinear
mathematical model of the Turac which includes hover, transition and cruise flight

regimes.

3.1.1 General equations of motion

The general equations of motion for the UAV are obtained based on Newton’s Second
Law. According to the law of motion, summing all external forces acting on a body
is equal to the time derivative of its momentum with respect to inertial space. The
total moment on a body is defined as the time derivative of its moment of momentum

(angular momentum) with respect to the inertial space.

Before deriving the nonlinear equations of motion, it is necessary to make following

assumptions [76]:
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The UAV body is symmetric on the body-XY plane.

Total mass remains constant during the flight.

The UAV has a rigid body.

Inertial reference is the Earth.

Defining the axis system as shown from the Figure 3.4, body axis system (B) is fixed
to the aircraft center of gravity (CG) and inertial axis system (or Earth axis system) (E)

is fixed to the Earth.

Figure 3.4 : Earth and body fixed axis systems.

Using Newton’s second law of motion and the above-mentioned assumptions, force
and moment equations are derived, as shown in equations 3.1 and 3.2. External
forces which are placed on the right hand side of the equations, consist of
gravity, aerodynamic and thrust forces. Similarly, external moments are defined as

aerodynamic and thrust moments [77].

m(U+QW —RV) = Fg, +Fa, + Fr,
m(V +RU —PW) = Fg, + Fa, + Fr, (3.1)
m(W +PV —QU) = Fg. + Fs_+ Fr,

Pl + OR(I; — Iy) — (R+ PQ)L,; = Ly + Lt

Ol — PR(I;; — L) + (P* + R*) L, = My + My (3.2)

Rlzz "’PQ(Iyy —I) + (OR— P)Ixz =Njg+Nr
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where, m is mass, Iy, Iy, I, I, are inertia moments, U, V, W are body axis velocity
components, P, Q, R are body rates, F is force and L, M, N are moments acting on the
UAV body. Subscripts A, T, G are used for aerodynamic, thrust and gravity effects,

respectively.

3.1.2 Modeling of transition flight

Transition flight is a complex regime between hover and horizontal flight. Forces and
moments acting on the UAV body change continuously according to the tilt angle of
the front propellers. Before deriving the dynamical equations of the transition flight, it
is useful to define some geometrical dimensions, thrust and drag forces that affect the

airframe.

In Figure 3.5, Ty,, Ty,, Dy, and D5 are thrust forces and drag moments of the tilt-rotor
group. T, , T¢, , D¢, and D, are thrust forces and drag moments of the coaxial fan
group. [ and [, are moment arms, { is the angle between /; and Xp axis. In [73,74], a

detailed description of motor-propeller configuration and performance test results are

given.
Df1 sz
/'—"l ‘»—\
Tfl Xp sz
ly ¢
cG Y,

DC1 DC2
Tcl ( ) TCZ

Figure 3.5 : Force, moment, and geometrical dimensions of the UAV propulsion
system.

In the near hover regime, there is no aerodynamic force or moment acting on the UAV
body because of the low forward airspeed. When the front motors start to rotate
about the tilt axis, horizontal force is created proportional to the tilting angle. So,
aerodynamic lift force, drag force, and pitching moment affect the airframe, as shown

in Figure 3.6.
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Figure 3.6 : Forces and moments on the Turac in transition flight.

Six-degree-of-freedom equations of motion can be rewritten as shown in equations 3.3

and 3.4.

m(U + QW —RV) = —mgsin(0) + (—Dcos(ct) + Lsin(a)) + (Ty, + Ty, )cos(ir)
m(V +RU — PW) = Fg, + Fa, + Fr,

(3.3)
m(W + PV — QU) = mgcos(¢)cos(0) + (—Dsin(at) — Lcos(ot))—

((Tp, +Tp, )sin(ir) +Tc)

Plxx + QR(IZZ _Iyy) - (R+PQ)Ixz — LA + (Tfl + sz)llsin(C)
Olyy — PR(L; — Lx) + (P* + R*) L, = (My +My,) — (Lcos() + Dsin(t)) (Xae — Xeg)+
((Ty, + T, ) ysin(is)cos(§) — Telp)

Rlzz+PQ(Iyy _Ixx) + (QR_P)Ixz =Na+ (Dfl +Df2 +Df3 +Df4)
(3.4)

3.1.3 Propeller-induced airflow effects

In the previous subsection, it is explained that, the forces and moments on the UAV are
created by the thrust system and the airflow that passes though the body. Aerodynamic
forces and moments exerted on the UAV are functions of total airflow vector, Vr . So,

it is important to determine the magnitude and direction of the total airflow.

As shown in Figure 3.7, there are two separate airflow vectors acting on the UAV.

The first one is V., which is defined as free airstream velocity and it is generated by
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Figure 3.7 : Propeller induced airflow effects on the UAV body.

translational motion. The first one is V.. and it is generated by translational motion.
The components of V., are body axis velocity vectors U and W. The second airflow
vector acting on the body is propeller induced airflow V,,; which is a function of front
propeller thrust 7%, ,, air density p, propeller area A and intake airflow velocity of the

propeller Vj,.

Input and output velocities of the propeller are shown in Figure 3.7. These velocities

are calculated using classical momentum theory as shown in equation 3.5 and 3.6.

v, — Voocos(et)cos (i) + Vour (3.5)
2
2T
Vour = \/pﬂ:l%, + (Veocos(at)cos(iy) )2 (3.6)

In equation 3.5, intake airflow velocity Vj, is defined in the term of tilt angle and
angle of attack which is an important detail for transition scenario calculations. Note
that equation 3.5 and 3.6, appear differently than their form in momentum theory, and

these are due to angle of attack and tilt angle.

According to the continuity equation, output cross section area of the propeller induced

airflow changes as a function of V;,, and V,,,; and given in equation 3.7.

TRV

out =
Vour

(3.7
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Figure 3.8 : Change of effectiveness coefficient with the tilt angle.
In transitional and horizontal flight, the total airflow vector flows over in a specific
area (Ay) on the UAV body as shown in Figure 3.7 and it is calculated geometrically as

given in equation 3.8.

Ay = 2R cq (3.8)

where ¢ is mean aerodynamic chord of the specified region that shown in Figure 3.7.

In hover flight, the thrust axis of the tilt rotors is perpendicular to the Xp axis, so
any propeller induced aerodynamic effects are not observed on the body. When
the tilt angle starts to decrease, additional forces and moments are generated due to
the propeller airstream. However, this effect does not occur suddenly. It changes
step-by-step as a function of tilt angle. For this type of change, an effectiveness
coefficient & is defined as an assumption in modeling the tilt-rotor acrodynamic effect
on the UAV body. We model it as a sigmoid function as shown in equation 3.9. In
Figure 3.8, the change of effectiveness coefficient is shown. as a function of tilt angle.
The effectiveness coefficient & is used to calculate the total effective velocity on the

body profile while the tilt angle value is between 0 and 90 degrees.

1
E=1- 1 + ¢ 0-15(;,—45)

fori; € [0°,90°] (3.9)
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3.1.4 Free airflow effects

The free airflow passes through from the area which is not affected by the
propeller-induced airflow. In the beginning of transition flight regime, the effect of
the free airflow is dominant on the UAV because of the almost-vertical tilt-rotors. So,

it is important to represent the aerodynamic effect of this airflow vector.

The aerodynamic forces L,,D,,,Y,, and moments m,,l,,n, of the UAV without
propeller effect are calculated in equation 3.10. In the following equations, the region

which is not affected by the propeller-induced airflow is specified as (A — 2Ay).

Q(A - 2AS>CLW

(A—2A;)Cp,

I
BN

L
Dy,
Y,

g(A —2A,)Cp,
(3.10)
my, = qE(A - 2A5)me
Iy = gb(A —2Ay)C,
nyw = gb(A —2A;)C,y,
where A is the planform area of the UAV and ¢ is dynamic pressure. Here, w subscript

is used to represent the free airflow forces and moments. Aerodynamic coefficients in

equation 3.10 are derived as shown in equation 3.11.

qc
C C C. 6,+C C
L, — wa+ Lw5 + INESTA 2U + Lq2U1
Cp, =Cp,, +Cp,, 8.+C € rep 2
D, — Dw,b D Dy Arr 2U Dq 2U1
b rb
Cr =Gy, +Gy,, 5 +Cy,, 5 +Cy p—+CY,—
72U, 2U; 3.11)
pb rb '
Clw = Clw,h + Cl5a o, +C16r O, + Clpm +C 20
qc
me — me,b +meﬁe 6@ +Cma 2U _I_Cmq 2U1
pb rb
an anb + ansa 6a + Cnsr 6}" + Cnp 2U +Cnr 2U1

where;
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CLw,h = CLo +Cr, 0
CDW,b =Cp, +Cp, o

me7b - Cmo + Cmaa
(3.12)
CYw,b = CYO + Cyﬁﬁ

Ci,., = Ciy +Ci B
C”W,b = Cn() + Cnﬁﬁ

Here, the aerodynamic coefficients with (wb) subscript represents the wing-body

geometry effects on each coefficient.

In transition flight, longitudinal aerodynamic coefficients of the wing-body geometry
identify the dynamic characteristics of the UAV. So, Cp,,, CDW,;; and me’b are
obtained by using 3D CFD analysis. They are used to generate lookup-tables
which is embedded into the nonlinear mathematical model. Remaining aerodynamic
coefficients, including lateral directional coefficients, are obtained by using Advanced
Aircraft Analysis (AAA) software which is developed by DAR corporation [78].
During our analysis, we assume that the aerodynamic coefficients of the UAV body
(i.e. the part which is carrying the payload and the avionics) are not affected by
coaxial fan airstream. Thus in this sense, we are assuming the lift and drag coefficients
to be constant for the body part. This is indeed a valid approach as the wing is the
preliminary force generation mechanism. This is further illustrated and verified by the

CFD analysis.

3.1.5 Total airflow effects

In transition flight, there are very complex and nonlinear aerodynamic effects on the
UAYV which are created by the free airflow and propeller induced airflow. So, itis very
hard to represent these nonlinear aerodynamic effects mathematically without making

any assumptions.

In this study, free and propeller-induced airflow effects are modeled linearly by
using superposition rule. Hence, these two aerodynamic effects are examined
separately. This assumption essentially simplifies the derivation of the mathematical
representations. For this purpose, the lift force, drag force and pitching moment are

calculated for two situations as with propeller effect Ly, Dy, M and without propeller
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Figure 3.9 : Total airspeed vector on the UAV.

effect L,,,D,,,M,,. Then, the values of aerodynamic forces and moments with and
without propeller effect are summed up to obtain the total acrodynamic effects on the
UAV body. Both the free airstream and the propeller-induced airstream are effective
on A;. Therefore, the total airspeed V7 is used to calculate the lift force, drag force and

pitching moment that generated on A as shown in equation 3.13.

1 2
Ly = pViACL,

1
D = EpVTZASCDS (3.13)

1
Ms - EPV%ASCSCMS
As shown from the Figure 3.7, there is no downwash effect on the section that the
propeller induced airstream passes through. So, this region can be assumed as infinite
wing. Hence, the aerodynamic coefficients in equation 3.13 are obtained from 2D
analysis of the wing airfoil and lookup-tables are generated. The detail information

about this subject is given in the CFD analysis section.

The total airspeed that affects the above-mentioned area As is defined in vector form

as shown in Figure 3.9 and it is calculated by using equation 3.14.

Vr = \/(Vomésin(oc +i1))2 + (Vow&cos(a +ir) + Veo)? (3.14)

The airflow over the wing is affected by free-stream velocity and output velocity
of the propeller. Propeller-induced airstream velocity is separated into its x and y
components, because of inserting free-stream velocity as shown in equation 3.14. Tilt

effect is also shown in calculation as tilt angle #; in this equation.
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As mentioned before, the total airflow vector Vr passes through the specified area A
on the UAV body. Magnitude of the V7 is a function of free-stream airflow speed,
angle of attack and tilt angle. For modeling of aerodynamic effects of the total airflow
vector, it is important to define effective angle of attack o sr on the Ay which is
produced by propeller-induced airstream and free airstream vectors. Geometrically,

O rf is calculated by using equation 3.15.

Veosin(at) — Viussin (i) ) (3.15)

Oerr = t
off — areta (Vmcos(oc) + Vourcos(iy)

Unlike propeller effect on a conventional airplane wing, tilt angle is inserted into the

tilt-rotor calculations of effective angle of attack in VTOL concept.

3.1.6 Modeling the thrust-airspeed relationship for the tilt-rotor propeller

Propeller intake airflow speed Vj, is the free-stream velocity which is in the same
direction as propeller rotation axis. The value of Vj, and thrust relate to the angle
of attack and the tilt angle. In other words, the angle of attack on the propeller blades
decreases as the intake airflow speed increases. So, the thrust decreases because of the

low angle of attack on the blades.

In Figure 3.10, propeller intake airflow speed—generated thrust characteristics of the
12x6 inch fixed pitch propeller are shown for various RPM. The test data for different
airspeed and RPM are available at producer’s database. This dataset is used to generate
thrust functions and lookup-tables with respect to airspeed for each RPM. A surface
function is used to find out thrust forces at different airspeed which is not available at

the test data.

3.2 Computational Fluid Dynamics Analysis

Computational Fluid Dynamics (CFD) is used to generate aerodynamic coefficients
and create transition and back-transition scenarios. The 2D-analysis of the wing airfoil
is used to develop the transition scenario. In this section, 2D analysis, forward flight,

and transition flight are explained.
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Figure 3.10 : Thrust - propeller intake airflow speed characteristics of the 12x6
fixed-pitch propeller.

3.2.1 2D analysis

As mentioned before, the propeller induced airflow passes through the wing profile
and there is no finite wing effects (See Figure 3.7). So, this region is assumed as
infinite wing and 2D aerodynamic analysis can be used to calculate the aerodynamic

coefficients of this region.

The wing airfoil of Turac is selected as MH-78 and its aecrodynamic coefficients are
calculated by using 2D analysis for different Reynold numbers in XFLRS which
applies Vortex Lattice Method (VLM). The lift coefficient C;_ of wing profile at 2D
analysis versus Reynolds number and elevator angle is shown in Figure 3.11. Similarly,
in Figs. 3.12 and 3.13, the drag coefficient Cp, and the pitching moment coefficient

Cy, of wing profile versus Reynolds number and elevator angle is shown.

3.2.2 3D analysis

The CFD analysis for forward and transition flights is done in four steps: creating
model and control volume, meshing whole geometry, building up boundary layer and
setting up the analysis. In this study, the cases are prepared for forward and transition
flight step by step to solve the problem accurately. One of the important issues in the
analysis is generating boundary layers with respect to the value of y+ which is 1 for
the first cell height of the boundary layer. The value of y+ changes due to viscous,

transition and turbulence regime. It is a vital issue for the quality of the analysis in
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Figure 3.11 : Lift coefficient Cy_ of the 2D wing airfoil for different Reynolds
numbers.
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Figure 3.12 : Drag coefficient Cp, of the 2D wing airfoil for different Reynolds
numbers.
which Fluent is used as a solver software. The K-epsilon Realizable Enhanced Wall

Treatment turbulent model is obtained for all CFD cases.

In developing part of the transition and back transition scenarios, aerodynamic
coefficients are provided from the CFD analysis. In these analysis, half of Turac is
modeled because of symmetry to decrease solving time memory use. For the analysis,
the coaxial fan door is closed as in forward flight. The model of the half Turac can
be seen in Figure 3.14. It is lied on one of the control volume wall which is set as

symmetry.
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Figure 3.13 : Pitching moment coefficient Cy, of the 2D wing airfoil for different
Reynolds numbers.

Figure 3.14 : The half of Turac model for forward flight regime in CFD analysis.

The half of Turac geometry at forward flight concept is analyzed from 0° to 15°
angle of attack at forward flight speed. The aerodynamic coefficients are calculated
from the mentioned analysis. Moreover, the same analysis for different forward flight
speed at the constant angle of attack are repeated to search the change of aerodynamic
coefficients. The analysis are applied for —3°, 0° and 3° angle of attack values at 5 m/s,
10 m/s, 15 m/s and 20 m/s forward flight velocities. Table 3.1 shows the aerodynamic
coefficients of Turac due to different forward flight speed at constant angle of attack.
In that sense, we assume that the aerodynamic coefficients of the Turac prototype do

not change with respect to airspeed.

In Table 3.1, as the angle of attack increases, lift and drag coefficients increase and
pitching moment coefficient decreases. It can be seen obviously in the table that the
aerodynamic coefficients do not change with the Reynolds number at constant angle

of attack.
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Table 3.1 : The force and moment coefficient for transition scenario.

o (deg) V (m/s) C Cp Cn
3 15 -0.08601 0.04092 0.01516
20 -0.08699 0.03964 0.01589
5 0.12406 0.03836 -0.09538
0 10 0.12376  0.03489 -0.09486
15 0.12496 0.03321 -0.09521
20 0.12494 0.03209 -0.09499
5 0.34476 0.04104 -0.20825
3 10 0.34680 0.03745 -0.20864

15 0.34844 0.03567 -0.20921
20 0.34927 0.03450 -0.20926

In Figure 3.15, the change of pressure on the Turac can be seen. The values of static
pressure on the colorbar are Pascal. The highest value of pressure is at the nose and tilt

component. The lowest pressure on Turac is at the quad-chord of the wings.

Figure 3.15 : The static pressure distribution of Turac.

In the nonlinear mathematical model of the Turac, it is necessary to generate the
lookup-tables represent the aerodynamic effects of the wing-body geometry. For this
purpose, the 3D CFD dataset is obtained for forward flight in 0° — 15° angle of attack

region which includes stall effects as shown in Figures 3.16, 3.17 and 3.18.

The same aerodynamic coefficients were used at different forward flight velocities for
calculations of transition and back-transition scenarios, as per the description and Table

3.1.

A part of the transition scenario is also modeled and analyzed by using CFD method.
Further information on the the transition-flight analysis can be found in [72]. In
this model complete Turac is used and two tilt propellers and coaxial propellers are
modeled as fan boundary condition. In this analysis, coaxial part of the Turac is open

because of the transition concept. As boundary conditions for propeller, a pressure
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Figure 3.16 : Angle of attack - Cy, graph of the Turac.
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Figure 3.17 : Angle of attack - Cp graph of the Turac.
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Figure 3.18 : Angle of attack - Cy; graph of the Turac.

jump is inserted in order to properly define the thrust produced by each propeller. The

pressure jump of the propeller is calculated from momentum theory. Figure 3.19 shows
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Figure 3.19 : The path lines of Turac in transition regime.

the streamlines of the Turac at 70° tilt angle and —1° angle of attack at 10 m/s forward

flight speed.

In Figure 3.19, the flow is inserted into the propeller disc for tilt and for coaxial
rotors. The swirl of the flow can also be seen in the figure behind the propellers.
The streamlines on the wings are smooth compared to those on the body. The body
of Turac has airfoil profile which produces lift during forward flight. However, in
transition flight, the contribution of body in producing lift is very poor because of the
complex flow on the body and the opened fan doors. For this reason, we assume the
lift and drag contribution of the body to be independent of the coaxial fan operation

during the hover and the transition.

Figure 3.20 : The static pressure distribution of Turac in transition regime.

In Figure 3.20, the static distribution on Turac body can be seen. According to these
results, the aerodynamics of the transition regime is extremely complex. However it is
apparent that the forces and moments generated by the tilt and the coaxial propellers
and the net force effects are extremely important in defining the transition regime and
maneuver. In the next subsection, we calculate the necessary thrust forces to achieve a

balanced flight (both in forces and moments) for a designed transition scenario.
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Table 3.2 : The moment coefficient and force components for the forward-transition
scenario.

V(m/s) i(deg) Oc.(deg) al(deg) Tr(N) T.(N) YF: Y F, Cpn

2 70 0 -1 858 3929 744 -0.086 -0.0015
5 70 0 -1 859 3938 7.5 -0.005 -0.002
10 70 0 -1 855 392 744 0.066 -0.001
15 70 0 -1 855 38.68 7.28 -0.001 0.002
20 70 0 -1 87 3776 713 0 0.006
25 70 6.45 -1 102 29.86 7.82 0.006 -0.001
29 70 17 -1 19.8 0 149 0.002  0.049
32 0 -1 0.5 249 0 44.5 0 -0.005
35 0 -5.55 0.5 3 0 -0.005 0.005  0.021
40 0 -15 0.5 39 0 -0.043  -0.061  0.075

3.3 Transition Scenario

As to achieve a trimmed flight in the forward- and back-transition phases, it would
be necessary to drive the magnitude of forces for both the tilt-rotors and lifting fan.
Through the application of these forces during the transition, one would ensure a
trimmed transition into the forward flight (or hover). The total force in the x and z
directions and moment around aerodynamic center can be calculated using equation

3.16.

F, = Lycos(a) 42T sin(i;)cos(a) 4+ Lycos( o, ) — Dysin(oy,) + Tocos(a) — mg
F, =2Tcos(i;)cos(a) — D, — Lgsin( o, ) — Dscos(ay,) — T.sin( )

Mgye = 2T sin(i;) (xae — x1) + Te(Xae — X1.) + mg(Xae — Xy)cos(at)
(3.16)

Here positive direction is lift direction YF, and thrust direction at XF, [79]. The

pitching moment coefficient is obtained using equation 3.17.

Mac

= 05pV2es T Cm. % G-17)

Cu

Using the force descriptions, a transition scenario is developed for the 1/3 scale Turac
prototype. In the designed transition scenario, which is shown in Table 3.2, excess
thrusts are produced at each step of the transition as to accelerate the UAV. In this
scenario, the speed of the UAV increases almost uniformly during the transition flight
regime. At the last step of transition, all aerodynamic forces and moment equal to zero

to achieve forward flight trim equilibrium point.
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Table 3.3 : The force and moment coefficient for back transition scenario.

Vim/s) i(deg) &.(deg) aldeg) T;y(N) T.N) YLEWN) YLEN)  Ca

40 90 -7.42 0.5 0.8 0.47 -10.1 -0.019  0.0377
35 90 -7.42 0.5 1.2 1.5 -7.84 -0.009  -0.0044
32 90 -7.42 0.5 321 585 -6.9 0.006  0.0012
29 90 -7.42 0.5 4.2 11.5 -5.88 0.019  0.0004
25 90 -7.42 7 22 -3.56 -0.01 0.0071

0
20 90 -7.42 0 7.44 28 -2.26 -0.002 0

15 90 -7.42 0 8.1 32 -1.26 -0.009  -0.0034
10 90 -1.6 0 8.6 35 -0.55 0.002  -0.0048
5 90 -6.0 0 9 36.5 -0.12 0.059  0.0003
2 90 2.8 0 9.15 367  0.003 -0.004  -0.0037

At the transition flight regime first, the front tilt-rotor propeller angle is set as 70° and
angle of attack at —1° until 29 m/s forward flight speed. The scenario continues until
40 m/s in order to establish stable forward flight after the transition flight regime. The
aerodynamic forces and pitching moment are calculated for each flight speed by using

the above-mentioned equations.

Here the coaxial fan force and the tilt rotor forces are calculated to achieve almost
perfect balanced flight in z force direction and around y moment direction. In
addition, the elevator angle J, was also used in order to have balanced and stable
flight throughout the complete transition regime. Elevator angle &, is set as 0° until
20 m/s, then it equals 6.45° at 25 m/s, 17° at 29 m/s, —1° at 32 m/s, —5.548° at
35 m/s and —15° at 40 m/s. In the scenario, excess thrust occurs until 32 m/s to
accelerate the UAV in x direction, then the balance situation is provided after that
speed. Thrust produced by the coaxial engine starts from a high value and decreases
to zero. In complete scenario, moment coefficient and XF, almost equals to zero and
thus in perfect z-force and y-moment balance. Also note that in the last two steps of
the scenario, all aerodynamic forces and pitching moment are zero which means the

UAV is at equilibrium at cruise speed.

The back-transition scenario is also developed from forward flight regime to hover
flight as shown in Table 3.3. In back transition regime, the thrust of the tilt and coaxial
engines are increased as the forward flight velocity decreases. At the last step, lift
and drag forces and pitching moment equal to zero to make the UAV in trim flight

conditions.

In this scenario, the tilt angle is set at 90° during whole scenario. The back-transition

scenario is the inverse of the transition scenario. It starts at 40 m/s forward flight with
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Figure 3.21 : General block diagram of the nonlinear mathematical model of the
complete flight regimes.
90° tilt angle, then the UAV slows down by changing the thrust of tilt and coaxial

angle, angle of attack and elevator deflection &,.

In this scenario, elevator angle J, is not set to 0° from start. It is set to —7.42° at 40 m/s,
—1.6° at 10 m/s, —6° at 5 m/s and —2.8° at 2 m/s. The thrust of the tilt and coaxial
engines start from almost zero and increase until reaching the values of hover-flight
thrust. At 2 m/s airspeed, aerodynamic forces and moment are at zero which means

the UAV is at equilibrium and in full hover regime.

In the next section, we show the design of a transition control system which uses
the provided forward- and back-transition scenarios as reference signals. In addition
we provide the details of a complete flight which involves hover-forward flight-hover

regimes demonstrating fully controlled flight envelope.

3.4 Complete Mathematical Model Structure and Simulations

In Section 3.1, we had presented the thrust and aerodynamic effects and showed the
highly nonlinear relations that govern not only the hover, forward flight but also the
transition flight regime. Combining the dynamics associated with hover, transition and
forward flight in Figure 3.21, we obtain the general block diagram of the nonlinear
mathematical model of the complete flight envelope. Here the flight controls for each
of the regimes are also represented with switching functions between each of these

regimes.
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To demonstrate the effectiveness and feasibility of the transition control scheme
in experiment, we designed a control system which has readily (and easily)
implementable cascaded PID structure. The cascade control system consists of a
three-loop PID controller. In this control system, rate feedback is performed in the
first loop to increase the stability. Then, attitude data is fed back into the second loop
to generate reference attitude commands. In the third loop, linear velocity is fed back
into to the controller. Beside the hover and transition control systems, horizontal flight
control system contains classical attitude controllers such as roll, pitch and yaw control

systems which are also designed based on PID control.

3.4.1 Forward and back-transition algorithms

In this subsection, detailed transition and back-transition scenarios are obtained by
using basic force and moment equations. Before applying these scenario dataset into
the nonlinear mathematical model as a reference signal, it is important to sequence
the algorithm that is used for switching between low level controllers. Transition and
back-transition algorithms are shown in Figure 3.22. High-level flight control system

is programmed according to these algorithms.
Following Figure 3.22, step-by-step transition algorithm is described as following.
1. Turac is in hover flight regime. Tilt-rotors are positioned vertically and three-loop

hover controller runs to track linear velocity commands V,.r <3 m /s in hover

flight.

2. Acceleration in hover regime up to 3 m/s flight speed. Step 1 and Step 2 are coded

as Phase-1.

3. If the flight speed V.. reaches to 2 m/s, the transition controller is activated and the

tilt-rotors are positioned at 80°.

4. Acceleration in transition regime up to 25 m/s flight speed. Step-3 and Step-4 are
coded as Phase-2.

5. If the flight speed V.. reaches to 25 m/s, the horizontal flight controllers are activated

and the tilt-rotors are positioned at 0°. Horizontal flight regime is coded as Phase-3.

Step-by-step back-transition algorithm is described as following;
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Figure 3.22 : Transition and back transition algorithms.

Flight Phase 2
(Transition Flight)

Flight Phase 2
(Transition Flight)

Flight Phase 3
(Cruise Flight)

1. It is important to reduce the flight speed before transition regime. To do this, the

front propellers are stopped and the aircraft starts to glide.
2. If the flight velocity is lower than 25 m/s, the transition controller is activated.
3. Tilt angle is positioned at 90°
4. Pitch up command is send to the system to decelerate until the 3 m/s flight speed.

5. Hover controller is activated and Turac flies in hover regime.

3.4.2 Simulation results

In this part of study, simulations are performed on 6-DoF nonlinear mathematical
model and a complete flight (hover — transition — cruise - back transition—hover) of
the Turac is simulated for about 120 sec. The above-mentioned algorithms are used

in flight phase switching system. Simulation results are shown in Figures 3.23, 3.24,
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Figure 3.23 : Airspeed time history during the simulation.

3.26 and 3.25. Each flight regime is represented in different colors and labeled on the

graphs.

In Figure 3.23, hover flight is performed until the flight speed reaches to 3m/s (black
region). Then transition flight regime starts, tilt-rotors are positioned at 90° and
Turac accelerates until 25 m/s (red region). After that, horizontal flight controllers
are activated and the UAV performs horizontal flight about 29 — 30 m/s (green region).
Before the back-transition regime, power of the tilt-rotor group is cutoff, the UAV starts
to glide and flight speed decreases to 25 m/s (magenta region). The back-transition
flight regime starts when the flight speed goes down below 25 m/s and continue until
the hover flight speed limit, 3 m/s (blue region). Finally, hover flight controllers are
activated by the algorithm and flight speed decreases to O m/s in hover flight (black

region at the end of the flight).

Altitude Change in Hover-Transition-Cruise-Back Transition Phase
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Figure 3.24 : Altitude time history during the simulation.
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Figure 3.25 : Pitch angle time history during the simulation.

Altitude change is shown in Figure 3.24. In hover flight, altitude remains constant
for several seconds at 100 m. Then, the transition flight starts and the altitude
decreases about 5 m because of the transition maneuver. After the transition regime, the
horizontal flight starts and performed around 90 m altitude. Before the back-transition,
gliding flight is performed around 82 — 72 m altitude and then transition controller is
activated around 72 m altitude. The tilt angle is set to 90° and the flight speed of the
UAV is decreased at almost constant altitude with pitch-up motion. Finally, when the
flight speed decreases below 3 m/s, hover control system is activated by the algorithm

and the UAV completes the back-transition maneuver.

Tilt Angle in Hover-Transition-Cruise-Back Transition Phase
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Figure 3.26 : Tilt angle time history during the simulation.

Tilt angle of the front propellers is shown in Figure 3.26. In hover flight, tilt-rotors

are positioned at 90°. In transition, they are positioned at 8§2° and the UAV starts to
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accelerate. Then, the tilt angle is set to 0° and the UAV performs the cruise flight.

After the gliding flight, tilt angle is set to 90° by the back-transition algorithm.

Pitch angle of the UAV during the flight is shown in Figure 3.25. The pitch angle is
used for accelerating and decelerating in hover and back-transition flight regimes. In
hover flight, the flight speed of the UAV is increased by pitch-down motion (black
range). At the end of the flight, in back-transition and hover flights, the speed of the
UAV is decreased by giving a pitch-up command as shown in Figure 3.25 between

70 — 90 seconds.

Using the described control system methodology, we have demonstrated the hover to
transition maneuver with Turac. Figure 3.27 shows the step by step forward flight

transition of Turac.
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Figure 3.27 : Experimental transition maneuver demonstration.
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4. SYSTEM IDENTIFICATION AND CONTROL SYSTEM DESIGN FOR
RANGER-EX UAV

Micro aerial vehicles provide an effective and cost-efficient solution for low altitude
surveillance and tracking missions in both civilian and military settings. However, one
of the key challenges of MAV platforms is the lack of methodical control system design
processes which can provide high performance and robust autonomous flight in face of
modeling uncertainties and environmental conditions such as turbulence and winds. In
this paper, we propose a model-based flight control system (FCS) design approach for a
MAV using integrated flight testing and hardware-in-the-loop simulation. Specifically,
the MAV is designed for a surveillance mission in which it is required to track a moving
ground target such as a ship or a boat from a specified altitude by using a downward
facing camera fully autonomously. The concept of the mission is illustrated in Figure

4.1.

The MAV used is a commercial off-the-shelf (COTS) Ranger EX radio controlled
model (shown in Figure 4.2) fitted with an in-house customized Pixhawk autopilot and
an indigenous Linux based single board payload/flight management computer. This
solution is envisioned to be a cheap but effective alternative to manned aircraft or
tactical unmanned aerial vehicles. For this mission, it is necessary to design a tracking
and attitude control system which should not only provide precise position and attitude
control and but also be robust against environmental disturbances. However, there are
two significant challenges associated with this goal. First is the lack of mathematical
model which is necessary for the design of such high precision control system. Second
is the limited capability of standard Pixhawk loop structures for embedding and
achieving mission tracking requirements. We handle these challenges by introducing
and adapting system-identification and control system design methodologies from the
manned aircraft domain towards the MAV domain. These design methodologies are

embedded into a model based FCS design approach as illustrated in Figure 4.3.

87



Surveillance mission Low-cost Surveillance UAV
can be achieved by a Volantex Ranger EX equipped
succesfull guidance with downward facing body-
and control of the ¥ ‘ fixed camera
UAV with well-known
dynamics.

- Communication
Moving Vessels / \ \ e ~= 900 MHz Telementry
Ships, ferries, boats, y ) i Link and 2.4 GHz Video

freighters, yachts, etc. / \ F Link over WiFi

C s
- Cars, trucks, bicycles,
% _ =~ pedestrians, animals; etc.

Figure 4.1 : Sureillance mission ccep.

Specifically, we utilize a design process in which we perform open-loop system
identification flight testing where the longitudinal and lateral mathematical models are
identified by Comprehensive Identification from Frequency Response (CIFER®)) [3].
These models are later used to design control system using Control Designer’s Unified
Interface (CONDUIT®)) [2], in which tracking, disturbance rejection and robustness

requirements are translated into loop objectives.

Operational concepts, such as transition [75], fast forward and agile maneuvering
flights [80] brings distinct challenges associated with each flight regime with
significant variations in the underlying aerodynamics (and thus the mathematical
models) of the flight vehicle. As such, from flight control design perspective, flying in
turbulence, gusts and winds requires a certain level of disturbance rejection capability
to complete the mission. For example, in high altitude flights, icing effect is an
uncertainty source which changes the aerodynamics characteristics of the wing thus
resulting in degradation of the flight control performance as a result of unmodeled
aerodynamic effects acting as disturbances. Thus, an ideal flight control system
design would indeed need to handle the effects of dynamical parameter variations,
uncertainties and external disturbances to provide adequate system performance for
the defined mission. However, one of the main issues in designing a model-based
flight control system is obtaining the aerodynamic control and stability coefficients
of the MAV platform. There are several ways to obtain these coefficients such as
empirical analysis tools, aerodynamic analysis tools, computational fluid dynamics

analysis tools, wind tunnel tests and system identification testing.
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Figure 4.2 : Ranger EX MAV platform.

In the empirical analysis tools, physical properties of the aircraft and flight conditions
are used to obtain aerodynamic coefficients. For example, Digital DATCOM software
is a widely used analysis tool which is based on the USAF Stability and Control Data
Compendium (DATCOM). The Digital DATCOM calculates static stability, high-lift
device effects and dynamic derivatives by using semi-empirical data. However,
DATCOM is tailored more towards aerial vehicles flying in higher Reynolds numbers
(starting on the order of a few millions) and the flow regime for MAV is marked with
low Reynolds number (on the order of hundred thousands). In such regimes, DATCOM
is known to produce erroneous stability and control derivatives [81]. In addition,
aerodynamic analysis tools such as XFLRS, which is based on lifting line theory, fail to
correctly capture viscous effects again providing only approximate values on stability
and control derivatives [82]. In addition, for all these methods and tools, it is important
to define the required geometric data such as wing profile, chord, span and incidence
angles accurately. For an off-the-shelf MAV platform, it is easy to determine some of
the geometric properties such as wing span and chord. However, it is hard to obtain
the wing and tail profile, and incidence angles precisely. The aforementioned design

features are crucial for aerodynamic analysis of the aircraft.

In CFD analysis, it is also important to have detailed geometric data which is hard
to know for an off-the-shelf MAV. In addition, computational cost and requirement of
actual data for absolute value validation makes CFD analysis a last resort alternative for
MAV modelling. As such, in the wind tunnel analysis, it is possible to obtain accurate
aerodynamic characteristics of the aircraft by using full-scale or sub-scale models of
the airframe according to test section dimensions. However, it may not be possible

to use a wind tunnel because of the availability of such a tunnel or the extensive cost
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Figure 4.3 : Desktop-to-flight design workflow (adapted from [2]).

of such testing. In addition, measurement of dynamic stability derivatives requires

expensive testing equipment which provide only approximate values.

In comparison, system identification provides an efficient and cost-effective approach
to obtain the aerodynamic stability and control derivatives of a MAV. In this approach,
input and output signals of the open-loop or closed-loop system are logged. Then, the
system dynamics are determined by using online or offline identification process. One
of the key features of this approach is the fact that it is not necessary to know all of
the geometric and aerodynamic data such as wing profile and incidence angle to obtain
the control and stability coefficients. In that sense, system identification can provides
a powerful capability especially for modeling of the commercially off-the-shelf aerial

platforms.

Essentially, by using flight testing and system identification, flight control system
design challenges can be handled by using a desktop-to-flight workflow which consists
of system identification, controller design, hardware-in-the-loop simulations and
controller verification steps [2]. The system identification process is a fundamental step
in which an adequate system model is identified to represent the dynamics of the aerial
platform. A reliable mathematical model provides an insight about the dynamical
characteristics of the system and decreases the uncertainties which is a critical factor
in the controller design step. In addition, it is important to define the mission-specific
flying qualities which provide design requirements for to the predefined mission.
Although there are several sources about the design requirements for the manned aerial
vehicles, there is limited information about the unmanned aerial systems. At this point,
design requirements for the manned aerial platforms are scaled-down for the unmanned
ones by using scaling techniques such as Froude scaling [36]. After developing the

control and guidance algorithm, it is critical to test the performance of the closed-loop
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Figure 4.4 : Sample autonomous flight trajectory.
system with minimum crash risk. Hence, a simulation environment is crucial to test
the proposed algorithms. These types of systems are called as X-in-the-loop test
environments where "X" refers the system under test and it can be software, hardware
or processor. The last step of the desktop-to-flight control system design workflow is
performing verification tests of the closed-loop system. In these flight tests, variable
frequency sinusoidal input signals are applied into the developed system. Closed-loop,
broken-loop and disturbance rejection characteristics are obtained from the frequency
response analysis. Then, flight test results are compared with the theoretical ones.
Required revisions are performed on the system identification and control system

design steps, if necessary.

In this chapter, frequency-domain system identification is performed to obtain lateral
and longitudinal mathematical models of a MAV platform. The prediction accuracy
of the models are evaluated through time-domain verification process. Baseline
aerodynamic model is updated by using the identified parameters. The obtained
linear models are used in a model-based flight control system (FCS) design approach
in which longitudinal and lateral attitude-command/attitude-hold (ACAH) control
systems are designed. HIL tests are performed before the actual flight tests and
embedded control algorithms are verified. Then, both the designed control system
and also the legacy flight control system of the autopilot are flight tested. The
results demonstrate that the proposed methodology and the resulting control system
provides higher performance and robust disturbance rejection in face of real-world
conditions such as turbulence and winds. In that respect, this work provides a

unique and successful application of the manned flight control system methodology
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Figure 4.5 : Ranger EX MAV flight platform and the autopilot system.

to this particular flight platform. This is illustrated in Figure 4.4 in which an actual

autonomous surveillance flight is shown.

The remaining of the chapter is organized as follows; problem and system definitions
are given in Section 4.1. In Section 4.2, nonlinear mathematical model structure is
given and sub-models are explained. In Section 4.3, longitudinal and lateral system
identification studies are explained and results are given. In Section 4.4, the identified
mathematical models are verified in the time-domain by using doublet-inputs and
results are given. In Section 4.5, multi-objective parametric optimization based flight
control system design procedure is explained and uncertainty analysis is performed
to evaluate the parameter uncertainty effects on the closed-loop system stability
and performance. In Section 4.6, HIL simulation structure is given and software
specifications and interfaces are described. In Section 4.7, attitude-hold and doublet
reference tracking flight test results are evaluated and performance comparison is

performed between the proposed and the legacy controller.

4.1 Experimental Platform

The MAV platform that we have used for the surveillance mission is a commercial
off-the-shelf (COTS) Ranger EX radio controlled model fitted with an in-house
customized Pixhawk autopilot and an indigenous Linux based single board payload/

flight management computer. This solution is envisioned to be a cheap but effective
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Table 4.1 : Ranger EX MAV specifications.

Property

Chord 0.24 m
Span 2 m
Takeoff Weight 24 kg
ESC EMAX 80A
Motor 1000KV BLDC
Propeller APC 10x7E
Battery 4S LiPo
Endurance ~ 12 min
Cruise Speed ~ 13 m/s

alternative to manned aircraft and tactical unmanned aerial vehicles. Mechanical
properties and performance specifications of the Ranger EX MAV are given in Table
4.1 and the underlying flight test platform from the flight test preparation phase in

hangar is shown in Figure 4.5.

For this mission, in which it is required to track a moving target fully autonomously
from a specified altitude by using a downward facing camera, it is necessary to design
an ACAH control system which should not only provide a precise attitude control
but also robustness against environmental disturbances and parametric uncertainties.
However, there are two significant challenges associated with these goals. The first
challenge is the absence of the mathematical model of the platform which is necessary
for developing a high-performance control system. The second one is the limited
capability of the standard Pixhawk control loop structures for achieving the mission

requirements.

These challenges are handled by introducing and adapting the system identification
and control system design methodologies from the manned aircraft domain towards
the MAV domain. These design methodologies are embedded into a model-based FCS
design approach as illustrated in Figure 4.3 [2]. In the next section we provide the

mathematical modeling approach for our flight platform.
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Figure 4.6 : Nonlinear model structure.

4.2 Mathematical Modeling

A high-fidelity mathematical model of the dynamical system provides accurate
preliminary insight about the performance of the closed-loop system. General structure
of the nonlinear mathematical model of the simulation environment is given in Figure

4.6. It 1s shown that there are 9 basic sub-models that constructs the nonlinear model.

The motion of a rigid body in the inertial frame is represented by using Newton’s 2"¢
law. It states that the total external forces acting on the body is equal to the time
rate of change of the linear momentum. Similarly, the total external moments are
equal to the time rate of change of the moment of momentum, in other words, angular

momentum [83].

Actually, electromechanical servo actuators have electrical and mechanical subsystems
which defines the dynamical characteristics. In the simulation environment, for
simplification, the electromechanical actuator is modeled as a second-order system
with rate and deflection constraints. In the propulsion system of the MAV, APC
10x7E propeller is used and the thrust map is obtained by using the manufacturer
database [84]. If a wind tunnel is available, the thrust map of the propeller can be
obtained from the wind tunnel tests for a range of airspeed. Also, blade element theory

can be used which requires aerodynamical parameters of the propeller [85].

Aerodynamic forces and moments are generated by using the aerodynamic coefficients
Cp,Cr,Cy,C;,Cy, and C,,. Actually, these coefficients are nonlinear functions of several
parameters such as Mach number, angle of attack, angle of sideslip, body rates and

control surface deflections. However, for simplification, linear approximations of the
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Table 4.2 : Dynamical characteristics of the Ranger EX MAV baseline model.

Property  Short-period Mode Roll Mode Dutch-Roll Mode
4 0.76 - 0.203
@, (rad/s) 10.9 224 3.09

aerodynamic force and moment coefficients, which consist of stability and control
derivatives, are used in the simulation environment [86]. The baseline values of the
stability and control derivatives are obtained from XFLRS5 software which uses the
lifting line theory. To improve the nonlinear model fidelity, the aerodynamic database

will be updated by using the identified model parameters.

The required atmospheric data in the simulation environment is determined from
standard atmosphere model, which provides air density, speed of sound, temperature,
pressure and viscosity as a function of altitude [87]. External disturbance effects such
as gust and turbulence are also integrated into the simulation environment. The gust
has "1-cosine" shape and implemented from [88]. For turbulence effects, Dryden
form of the spectra for turbulence speed components is used [88]. Because of the
low altitude and restricted operating area of the proposed MAYV, constant gravity
acceleration approximation is used and the gravitational acceleration is applied into
the NED frame on positive Z axis. If it is required to use a more complicated gravity
model, readers can refer to Earth gravitational model 1996 (EGM-96) [89] or World
Geodetic System 1984 (WGS-84) [90] which provide the gravity vector for a given
coordinates on the Earth. Sensors are used as feedback elements to obtain the required
measurements for the control systems and state estimators such as Kalman filters.
Primary onboard measurement system on a MAV platform consists of accelerometer,
rate gyro, barometric altitude sensor, pitot tube, compass and global positioning system
(GPS). In this study, it is assumed that the sensor information is processed in a fusion

filter and filtered data is provided into the control algorithm via feedback path.

After generating the mathematical model of these sub-systems and combining them in
a simulation environment, trim and linearization steps are performed at the level flight
conditions. As a result, dynamical characteristics of the MAV baseline model are given
in Table 4.2. In the next section, we provide insight on the system identification of the

longitudinal and the lateral dynamics.
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4.3 Identification of Longitudinal and Lateral Dynamics

Unlike other methods that are used to obtain aerodynamic parameters of the aircraft,
such as CFD analysis and wind tunnel tests, the system identification method is more
suitable for modeling of the off-the-shelf MAV platforms. In this approach, it is
not necessary to know all of the geometric data to obtain the control and stability
coefficients. Frequency sweep input signals for the control surfaces are designed
for each mode of the aircraft. The control surface inputs and aircraft responses
are recorded on a data logger. By using the collected input/output data, linear
longitudinal and lateral models are identified. Then, the obtained mathematical models
are validated in the time-domain by using the doublet inputs. After the validation of
the identified models, baseline aerodynamic database of the MAV is updated according
to the obtained stability and control derivatives. In this study, frequency domain
system identification method is applied by using the Comprehensive Identification

from Frequency Response (CIFER®)) software [3].

4.3.1 Identification of servo actuator dynamics

Aerodynamic control surfaces of the MAV are directly controlled by the servo
actuators. Hence, it is important to evaluate the dynamics of the servo actuator
before the system identification process. For a successful airframe identification,
the bandwidth of the servo actuator should cover the fastest mode of the airframe.
So, a frequency-domain system identification test is designed and applied for the
HS-85MG servo actuator to evaluate the suitability of the servo dynamics for the
airframe system identification process. The frequency sweep test signal is designed
between 1 — 70 rad/s frequency range to cover the servo dynamics. Total sweep
duration is 160 sec and data is collected at 200 Hz sampling rate. By using the
CIFER, the second-order servo dynamics is identified as shown in equation 4.1 which
represents the transfer function from reference position input to actual position output.
Bode plots of the actual system and identified model are given in Figure 4.7. As seen
in the figure, coherence value is above 0.6 for the frequency range 1 —42 rad/s. Cost
of the identified model is 2.831 which implies that an accurate model is obtained for

this frequency range. Also, it is shown that the bandwidth of the servo actuator is about
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Figure 4.7 : HS-85MG servo actuator system identification results.

27 rad /s which covers the natural frequency of the fastest mode (@,,;; = 22.4 rad/s)
in the baseline model. So, it is determined that the proposed servo actuator is suitable

for the system identification process of the MAV platform.

Hae(s) K 947615 @
Hema(s) — [Gn,n] — [0.7967,31.203] '

4.3.2 Design of flight experiments

The MAV platform is remotely controlled by using RC transmitter/receiver system
within about 1000 m range. So, it is important to design a flight experiment in this
range to avoid possible signal disconnection which may cause a crash. Also, pilot’s
visual contact is a critical factor for tracking of the orientation of the MAV. In clear

weather conditions, the visual range is about 500-700 m for an experienced pilot.

The flight tests can be divided into two groups to identify the fast and slow dynamics
of the MAV. The fast dynamics are observed in short-period, roll and dutch-roll modes
which require relatively short test duration about 10-15 seconds. The slow dynamics
are observed in phugoid and spiral modes and these modes require relatively long
frequency sweep test duration about 60-70 seconds. In this study, it is proposed to

identify the fast dynamics which is important for the control system design.
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Table 4.3 : System identification test input parameters.

Test Parameter Value

Opin 1.2 rad/s
Opax 30 rad/s
Tsweep 10.47 sec
Tyin, i 6.28 sec
Tying,. 10.47 sec
a)f 25 Hz

Wy 150 Hz
T;'ectotal 52 sec

The sinusoidal frequency sweep input signal should cover a broad range of frequency
to excite the interested dynamical modes. If the mode is not excited, its characteristics
could not be identified. The fastest mode in the baseline model is roll mode and
it is located at about 22.4rad/s. So, maximum frequency of the sinusoidal signal
is set to Wyqx = 30rad/s. Because of the receiver/transmitter and the pilot’s visual
range constraints, minimum frequency of the sinusoidal signal is determined as @, =

1.2 rad /s which results in a 10.47 seconds of the frequency sweep flight test.

The desired maximum frequency of model applicability (@) is an important factor
to determine the filter cutoff frequency and data sampling rate. Theoretically, sampling
rate can be set as 2 @Wyqc Which puts the Nyquist frequency (@nyg = 0.5 @) at the
maximum frequency of interest. However, due to the atmospheric disturbance and
sensor noise, low sample rate may result in inaccurate identification of the system
dynamics. As a rule of thumb, the filter cutoff frequency (@) and sampling rate (cy)
are determined as shown in equations 4.2 and 4.3. By using these requirements and a

practical guideline in [3], the flight test input signal parameters are given in Table 4.3.

(7 >5 WOrmax (42)

W5 > 5 0y 4.3)
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Figure 4.8 : Elevator test input and aircraft response.

4.3.3 Identification of longitudinal dynamics

Linearized longitudinal dynamics of the MAV can be represented by using complex
phugoid-mode and short-period mode poles. The phugoid mode poles of the MAV
have low-frequency and low-damping dynamical characteristics. So, they can be
neglected in the control system design process. Unlike the phugoid mode poles, the
short-period mode poles have higher frequency and damping ratio. The short-period
mode response of the MAV is observed in a few seconds after the control input
is applied to the control surface. Because of its fast dynamical characteristics, the
short-period mode approximation model is used in the pitch attitude control system
design. So, in this study, the short-period mode of the MAV will be identified. A
sample short-period mode system identification test input and airframe response in

pitch axis are shown in Figure 4.8.

The linearized equations of motion for the longitudinal dynamics are given in equation

4.4.

q = Myq+M,w+Ms,65,
6=gq (4.4)
w= (Uo+Zy)q+Zyw+Zs,6,

The measurements are defined as shown in equation 4.5.
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q9=9
a;=w—Upg+ (gsin®)6 4.5)
W =a;+Uyg — (gsin®q)0O

where, 0 indicates the trim flight conditions. W is generated by using data

reconstruction to improve the identification quality [3].

The short-period longitudinal mathematical model and measurements are represented
in the state-space form as shown in equations 4.6, 4.7 and 4.8. Here, subscript "In"

indicates the longitudinal dynamics.
My X1, = ApXin + By, (4.6)

Y, =Ho, x;, +Hy, X, 4.7

0] ¢ M, 0 M, [q Ms,
o |6 = 1 0 0| |6|+]| 0 |[6](t—1,)  (4.8)
1| |w Uo+Z, 0 Z,| |w Zs

e

S O =
o = O

where, g, 0,w are body pitch rate, pitch Euler angle and velocity vector on z; axis.

Longitudinal axis frequency response of the actual system and identified model are
compared in Figure 4.9. As seen from the figure, an adequate agreement is achieved

between the actual MAV and identified model responses.

The identified short-period model parameters are given in Table 4.4. Insensitivities of
these parameters are below the 10%. However, M, and M,, stability derivatives are
above the defined Cramer-Rao boundary (CR < 20%). So, in the pitch attitude control
system design process, the importance of the uncertainty analysis increases especially
for these derivatives. The cost values for the identified model are given in Table 4.5.
It is shown that each of the cost values are satisfies the (J < 100) condition which
means that an appropriate longitudinal mathematical model is fitted on the frequency

responses of the MAV.

4.3.4 Identification of lateral dynamics

Linearized lateral dynamics of the MAV is represented by three separate modes,

namely, spiral mode, dutch-roll mode and roll mode. The spiral dynamics has the
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Figure 4.9 : Frequency responses of the MAV and identified longitudinal model for
elevator input.

Table 4.4 : Identified longitudinal stability and control derivatives.

Parameter Value CR Bound CR Bound (%) Insensitivity (%)

M, -4.213 1.123 26.66 2.642
M, -1.323 0.7305 55.21 7.662
Zy -11.04 0.5701 5.163 2.327
Ms, -24.17 1.424 5.892 1.140
Oe 0.03154  2.529E-9 8.018 2917

lowest frequency among these modes and it is not so critical for the control system
design. Hence, the study is focused on the identification of the roll mode and dutch-roll
mode dynamics. To obtain the dynamical characteristics of the roll and dutch-roll
mode, variable frequency sinusoidal test input is applied into the aileron and rudder

channels separately and sensor measurements are logged as shown in Figure 4.10.

The linearized lateral equations of motion are given in equation 4.9.

v=—Upr+Wop+(gcos®o)¢ +Y,v+Y,p+Y.r+Ys 6, +Y5.6,
p :Lv/v—l—Lp/p—l—Lr/}"—l—Lg(;&l +L6r’6r

4.9)
}"ZNVIV—{-Np/p—FNr/r—FN@;(Sa —|—N5r/5r

¢ = p+rtan@g
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Table 4.5 : Cost values for the identified longitudinal model.

Response Cost (J)

q/8, 43.23
a./ 8, 43.35
W/ 8, 30.56
Javg 39.05
Frequency Sweep Inputs Aircraft Responses
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g o K
® 202
-0.1
-0.4
-0.2
-0.6
-0.3
616 618 620 622 624 626 628 616 618 620 622 624 626 628
0.5
0.2
0.1 0
=) @
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Figure 4.10 : Aileron and rudder test inputs and aircraft responses.

where, v is linear velocity on yj axis, p is roll rate, r is yaw rate, ¢ is roll angle. Primed
derivatives (') are defined in [91]. Measurement equations for the lateral motion are

given in equation 4.10.

r=r (4.10)

ay =v+Upr —Wop — (gcos®g) ¢

where, '0/ indicates the trim conditions and ay is acceleration on yj, axis.

By using the linearized lateral equations of motion and the measurements, state-space
model structure of the lateral dynamics is generated as given in equations 4.11, 4.12

and 4.13. Here, subscript "/¢" indicates the lateral dynamics.
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where, T, is time-delay matrix.

4.11)
(4.12)
g.cos(0p)
0
0
(4.13)

Frequency response of the actual system and identified lateral model are compared in

Figure 4.11 and Figure 4.12 for aileron and rudder inputs. As shown from the figures,

an appropriate agreement is achieved between the actual system and the identified

model responses.

The identified lateral aerodynamic parameters are given in Table 4.6. Most of the

insensitivity values of these parameters are below 10% boundary. The parameters
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Figure 4.12 : Frequency responses of the MAV and identified lateral model for
rudder input.
which have insensitivity > 10% are neglected in the optimization algorithm. Still,
Cramer-Rao bounds of some of the off-axis stability and control derivatives such as L,
and Lg,_ are quite above of the 20% bound. So, a robustness analysis will be performed
in the control system design step. The cost values, which indicate the matching quality
of the frequency responses of the actual system and identified model, are given in
Table 4.7. As seen from the table, individual cost values are sufficient, (J < 100)
and average cost value is below 50, (J;. = 42.15) which means that an adequate
mathematical model of the MAV is identified. In the next section, we provide time

domain verification of the identified dynamic models.

4.4 Time-Domain Verification

To evaluate the prediction accuracy and reliability of the identified models, 1-1
form doublet inputs are applied into the control surfaces of the actual system and
mathematical models. Then, the model responses are compared with the flight test

measurements.

A normalized criterion called as The Theil Inequality Coefficient (TIC), adopted by
Jategaonkar et al. [56], is used to evaluate the model prediction accuracy. The TIC

value is between 0 and 1 in the verification process. A value of TIC = 1 means that
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Table 4.6 : Identified lateral stability and control derivatives.

Derivative Value CR Bound CR Bound (%) Insensitiviy (%)

Y, -0.8168  0.09201 11.26 1.358
Y, -1.645 0.6651 40.44 2.930
Y, 1.224 0.3166 25.87 4.181
L, -1.626 0.2578 15.86 3.005
L, -13.51 1.723 12.76 1.295
L, 5.058 1.243 24.57 4.508
N, 0.858 0.0663 7.729 1.683
N, -1.596 0.3118 19.54 2.892
N, -2.778 0.2361 8.498 2.249
Ys, 3.313 1.851 55.88 4.174
Ys, 2.247 0.7329 32.61 7.555
Ls, 38.31 3.629 9.473 1.103
Ls, -14.83 8.756 59.04 6.931
Ns, -1.917 0.6731 35.10 6.130
Ns, -19.440 1.193 6.135 1.290
Ou 0.02167 4.571E-03 21.09 7.298
Or 0.03258 3.775E-03 11.59 5.121

Table 4.7 : Cost values for the identified lateral model.

Response Cost (J)

p/8a 29.849
r/8, 48.103
ay/ 8, 34.178
r/s, 24.439
ay/ 8, 32.587
Javg 33.831

model response is predicted perfectly. On the other hand, a value of 7/C = 0 means
that the obtained model has no prediction capability. Jategaonkar suggests a guideline

as shown in equation 4.14 for an adequate prediction performance.

TIC <0.25-0.30 (4.14)

In the time-domain verification process, bias and reference shift corrections are also
determined to account for several error sources such as disturbance, untrimmed flight
conditions and measurement noise. The calculation of the shift parameter vector ®
reduces to a least-squares solution which minimizes the J(®) weighted least-squares

error function. The RMS fit error (J,,s) provides insight about the time-domain
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Figure 4.13 : Comparison of the MAV and longitudinal model responses for 1-1
elevator doublet input.

Table 4.8 : Time-domain verification results.

Input Channel TIC  Jyp

Elevator 0.107 1.110
Aileron 0.209 0.189
Rudder 0.161 0.170

accuracy of the identified model. For the fixed-wing platforms, a guideline is given

in equation 4.15 for the J,,,,5 to obtain acceptable level of the model accuracy [3].

Jrms <05-1.0 (4.15)

For the longitudinal and lateral model verification, 1-1 doublet signal is applied to the
elevator, aileron and rudder control surfaces in different test flights and responses are
recorded. The comparison of the state-space model and flight test data are compared

in Figure 4.13 and 4.14.

The TIC and J,.,,s cost values for the identified longitudinal and lateral models are given
in Table 4.8. As seen from the table, TIC value meets the requirements, 7/C < 0.25,
for all axis. Although the J,,,,s exceeds 1.0 for the longitudinal model, it is close to the

defined limit value.

106



plé;

0.

pld,
5
F ——Fiight Test ]
\(/3\ — — ~Model Response | 7;‘5:[!1:5‘
_— 4 e P . 05 = lel Response
z o0 e e R A AT
© | = A_/:-s\/]_/-‘\fn;,\ e
= /’j g 0 w\\‘ﬁﬂf\_wk_{\wgm
Q.05 1 P = —
-05
1 p
tls 4,
08 2 L
06 //‘\
\
goe PR I
2 oz y ]
g 0. - — — - - B -
v \S T
-0.2
-0.4
a/e, ay/s,
2.5
14
2
T 1s 3 M
E M £
® 05 N o
0 ~
05 - - . - - : . - .
0 0698 1396 2.094 2792 349 4,188 4.886 ©5.584 6282 6.98 0 0.698 1.396 2.094 2792 4.188
Time (Sec) Time (Sec)
(a) (b)

Figure 4.14 : Comparison of the MAV and lateral model responses for 1-1 (a) aileron
and (b) rudder doublet inputs.

As aresult of the frequency domain system identification and time-domain verification

processes, dynamical characteristics of the Ranger-EX MAV in cruise flight conditions

are given in Table 4.9. In the next section we provide insight on the autopilot system

and demonstrate the flight control system design methodology.

Table 4.9 : Identified dynamical characteristics of the Ranger EX MAV.

Property  Short-period Mode Roll Mode Dutch-Roll Mode
4 0.941 - 0.443
W, (rad/s) 8.108 13.388 4.176

4.5 Autopilot System

To perform the surveillance mission, Pixhawk autopilot system is used for guidance
and control of the MAV platform [92]. The Pixhawk autopilot system is a low-cost,
off-the-shelf solution and has a wide application area in MAV community. It has
32-bit ARM Cortex M4 micro-controller and runs NuttX Real-Time Operating System
(RTOS). There are 14 PWM outputs, and 12C, SPI, Serial, CAN interfaces on the
hardware. Sensor set contains two accelerometers, two gyroscopes, one magnetometer,
one barometer and one GPS module. The autopilot software on the Pixhawk is
ArduPlane, which is the fixed-wing aerial vehicles implementation of the ArduPilot
Project [93]. The ArduPlane is a popular open-source modular autopilot system with

neat flight stack architecture which allows easy implementation of new control laws
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or customization. General structure of the Pixhawk avionics architecture is given in

Figure 4.15.

For general purpose applications such as waypoint tracking, it is a reliable and
cost-effective system. However, it may not be suitable for missions which requires
strict performance constraints defined by the proposed operation. Hence, for a
surveillance mission by using a body-fixed camera, it is not possible to track the
moving ground-target with the default controller structure and parameters of the
Ardupilot. So, we propose a control system design for the roll and pitch axes which
is suitable for target tracking applications with a downward-facing body-fixed camera.
In the first step of the control system design, required flying qualities and the control
system structure are defined. Then, the control system parameters are obtained in
CONItrol Designer’s Unified InTerface (CONDUIT®)) software by using the design
requirements. After that, the developed control system is implemented into the

ArduPilot software.

4.5.1 Control system design requirements

In the proposed system, classical proportional+integral+derivative (PID) control
structure is used in both longitudinal and lateral control systems which provides
adequate flying performance for linear aerodynamic regimes. It is critical to select
the design specifications to optimize the control parameters for obtaining the Level-1
handling qualities. However, there is limited information about the small-scale MAV
control system design specifications. So, some of the full scale aircraft and rotorcraft

specification boundaries need to be adjusted for the small-scale MAVs by using
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dynamic scaling. The selected and modified specifications are used in the CONDUIT

to drive the control system parameter optimization process.

4.5.1.1 First tier specifications

The first tier specifications composed of hard and soft constraints. Eigenvalue location,
stability margins and Nichols margin are used as hard constraints in the first phase
of the optimization routine. After obtaining the Level 1 conditions for the hard
constraints, the optimization routine will not allow them to pass the Level 1 / Level

2 boundary to ensure the stability in the second and third phase.

In the second phase, the soft constraints are used to drive the optimization
process which ensures handling-qualities and performance specifications. Eigenvalue
damping specification is used as handling-quality requirement. For the performance
specifications, disturbance rejection peak (DRP), disturbance rejection bandwidth
(DRB), closed-loop bandwidth and broken-loop minimum crossover frequency
specifications are used to obtain steadiness of the on-board downward-facing camera
in the turbulence and to ensure adequate bandwidth while obtaining the minimum

crossover frequency.

In the third phase of the optimization routine, the summed objectives are used to reach
Pareto-Optimum solution which ensures the maximum performance with minimum
control effort. The crossover frequency and actuator root-mean-square (RMS) for

disturbance input are used as the summed objective.

4.5.1.2 Second tier specifications

Second tier specifications are included as check-only specifications and they are not
used to drive the optimization process. In this study, three-sigma tracking error
specifications in time and frequency domains are used to check the transient response

of the aircraft in the turbulence flight conditions.

Summary of the design specifications are given in Table 4.10. As shown in the table, all
of the selected design requirements are originated from full scale aircraft and rotorcraft
specifications. As mentioned in [36], DRP, damping ratio and stability margin

specifications for full-scale aircrafts and rotorcrafts can be used for the small-scale
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Table 4.10 : Design specifications for longitudinal and lateral attitude control
systems.

Constraint ~ Spec. Name Description Axis  Source

First Tier Specifications

EigLcGl Eigenvalues in LHP (Stability) All Generic

Hard . . . - MIL-DTL-9490E,
StbMgG1 Gain and phase margin for loop broken at elevator input (Stability) All SAE-AS94900

NicMgG1 Nichols Margin for loop broken at elevator input (Stability) All GARTEUR
Minimum crossover frequency for loop borken at elevator input. .

CrsMnG2 (Needed for 2-DOF arcﬁitectli/res) ’ ’ All Generic

Soft BnwPil4 Pitch attitude bandwidth and phase delay Pitch MIL-STD-1797B
BnwRoD1  Roll attitude bandwidth and phase delay Roll  WL-TR-94-3162
EigDpGl1 Eigenvalue damping ratio All Generic
DstPkGl1 Disturbance rejection peak (Loads, ride quality) All [94]
DstBwG1 Disturbance rejection bandwidth (Hold characteristics) All [94]

Minimize crossover frequency for loop broken at elevator input

Summed CrsLnG1 (Actuator activity)

All Generic

Objectives . . . .
RmsAcG1 Minimize eleygtor input RMS for disturbance input All Generic
(Actuator activity)
Second Tier Specifications
Check-Only ErrTmGl1 3-Sigma Tracking Error in Time Domain All Generic
Objectives  ErrFqG2 3-Sigma Tracking Error in Frequency Domain All Generic

UAVs. However, DRB specification should be updated by using Froude scaling

analysis.

4.5.2 Determining the DRB and DRP values

There is limited data about the DRB values of the full scale platforms. Hence, DRB of
the UH-60 Blackhawk rotorcraft is used for the Froude scaling application. Mechanical
dimensions, scale factors and DRB values for full-scale UH-60 are given in Table
4.11 [36]. Scaled DRB value for the Ranger MAV is calculated by using the Froude
Scaling as shown in Table 4.12.

Table 4.11 : Rotor diameter and disturbance rejection bandwidth of the UH-60.

Rotor Roll Axis Pitch Axis
Diameter (m) DRB (rad/s) DRB (rad/s)
UH-60 16.46 0.96 0.56

To obtain the steadiness of the downward-facing camera, DRP specification should
be considered beside of the DRB. In [36], an analysis is performed about the DRP
value for a surveillance-type mission of a MAV equipped with downward-facing and
forward-facing cameras. According to the above mentioned reference, DRP =3.1dB is
determined as an adequate value for the image quality of the downward-facing camera

and, in this study, it is used in the optimization process.
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Table 4.12 : Froude scaling for the Ranger EX MAV.

Wing Scale Froude Roll Axis Pitch Axis
Span (m) Factor (N) Scaling (vV/N) DRB (rad/s) DRB (rad/s)
Ranger MAV 1.98 8.31 2.8827 2.77 1.6143

4.5.3 Control system structures

The pitch attitude control system structure is given in Figure 4.16. Here, the controller
parameters are K; and Kg,. In the outer-loop, K—:’ is set to 0.2 to limit the peak
D

overshoot percentage of the response.

1
B
+

Brer ™ €o |Ka e, | Elevator | %eour Pitch
k{ I/V +T Actuator Dynamics _q‘
ol

Figure 4.16 : Proposed pitch attitude control structure.

The roll attitude control system structure, which includes a dutch-roll damper, is given
in Figure 4.17. The controller parameters are Ky " Ky, K, and K. In the outer-loop,
Kp. . . .

K—g' is equal to 0.2 to limit the peak overshoot percentage of the response, as mentioned
P

in the longitudinal control system parameters. In the dutch-roll damper, a washout filter

is used to suppress the low frequency feedback signal and it is shown in equation 4.16.

s
s+2

Gyo(s) (4.16)

4.5.4 Optimization process of the controller parameters

After determining the control system structures and design specifications, the next step
is to obtain the initial optimal values of the control system parameters. For this process,
it is assumed that there is no uncertainty in the identified mathematical models of the

MAV and design margin is equal to zero.

A family of the controller design parameters is obtained by using the design margin

optimization (DMO) tool in CONDUIT. In the DMO analysis, Level-1 / Level-2
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Figure 4.17 : Proposed roll attitude control structure.
bounds of the selected specifications are shifted with a user-defined percentage. DMO
analysis results are used to evaluate the design margin (DM) effects on the system
performance. In this study, design margin is set on the CrsMnG2 (Minimum crossover
frequency) and DstBwG1 (Disturbance rejection bandwidth) specifications. In the
pitch and roll attitude control design steps, the design margin evaluation is performed
within the range of [—20%,60%)] and [—20%,42%]|, respectively. Variations of the
disturbance rejection bandwidth, disturbance rejection peak, crossover frequency,
closed-loop damping ratio, phase margin and actuator root-mean-square (RMS) with
the design margin percentage are given in Figure 4.18 and 4.19 for longitudinal and
lateral attitude control systems. After evaluating these specifications, 40% DM for the
longitudinal attitude control system and 22% DM for the lateral attitude control system
are selected which provide adequate closed-loop dynamical characteristics. Optimized
control system parameters for the pitch and roll attitude controllers are given in Table

4.13 for the selected design margins.

Table 4.13 : Longitudinal and lateral attitude control system parameters.

Parameter Value

Ko, 1.4624720
Ky, 0.2924944
K, 0.2840031
Keo/Ke, 0.2

K, 2.3068940
K, 0.4613788
K, 0.2297885
K, 0.3803796
K4 /Ky, 02
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Figure 4.18 : Family of designs for pitch autopilot.

4.5.5 Uncertainty analysis

Robustness analysis is a key step to evaluate the sensitivity of the control system
against the parametric uncertainties in the MAV dynamics. The robustness analysis
is performed by randomly perturbing the identified stability and control derivatives
and evaluating the effects of these uncertainties on the dynamical characteristics of
the closed-loop system. The uncertainty level of the model parameters are obtained in
CIFER by using the Cramer-Rao bounds which defines the theoretical accuracy metrics

of the identified parameters.

In Figure 4.20 and Figure 4.21, it is shown the uncertainty analysis results of the
longitudinal and lateral attitude control systems. These analysis are performed for
100 random perturbations at 20 standard deviations. Although, some of the case shift
into the Level-3 region, the closed-loop systems remain stable. In the next section, we

provide HIL system used as a part of the design process.
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Figure 4.19 : Family of designs for lateral autopilot - (a) Roll axis, (b) Yaw axis.
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Figure 4.21 : Robustness analysis of the lateral autopilot.

4.6 Hardware-in-the-loop Simulation System

HIL simulation allows comprehensive simulation and testing of designed control and
guidance algorithms before performing the flight tests while minimizing development
cost and crash risk. The HIL system incorporates with a modified version of the
ArduPlane running on the Pixhawk hardware and the aircraft nonlinear mathematical

model on Simulink. Block diagram of the HIL architecture is given in Figure 4.22. The
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Figure 4.20 : Robustness analysis of the longitudinal autopilot.

data exchange between the ArduPlane and the Simulink is performed via MAVLink
protocol over the serial port [95]. The MAVLink is a lightweight communication
protocol that is used in source and time critical system such as embedded systems.
The ArduPlane receives the sensor and actuator data from the Simulink. The data
transfer rate between two system is 50 Hz which is the ArduPlane main loop frequency.
The size of the received sensor and actuator messages including overhead bytes due
to MAVLink 2.0 is 68 bytes and 34 bytes, respectively. The data rate of these two
packages are 3400 bytes/sec and 1700 bytes/sec at 50 Hz frequency. The theoretical
maximum speed of the serial port for the baud-rate is 92160 bytes/sec. This speed is

far above the required transfer speed over the serial port.

The Simulink runs in normal mode in the desktop PC with Ubuntu 14.04 operating
system. The desktop PC has Intel I7 4700HQ 2.4GHZ as a processor and 12GB DDR3
1600 MHz random access memory. The MAV model operates in soft real-time mode
provided by the Aerospace Toolbox [96]. High data rate over the serial port allows
low latency during transmission of the data. Time jitters due to Simulation Pace Block
sleep method is smaller than the main loop frequency of ArduPlane. The highest pace
error observed during HIL simulation is below 10 millisecond which allows running

the simulation in soft real-time without needing any complex structure.
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RC receiver is connected to the Pixhawk in order to incorporate the pilot into the HIL
environment. Manual control capability using the RC equipment gives a close-to-real
flight sense to the pilot while performing the HIL test flights. Hence, the open-loop or

closed-loop performance of the MAV can be evaluated by the pilot qualitatively.
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Figure 4.22 : HIL test system structure.

The HIL simulations are performed before each flight test to be sure the control system
integration is completed without any bug and coding errors. In the HIL simulations, the
test pilot performs several maneuvers to evaluate the closed-loop system responses and
express his/her opinions to the flight test crew. For example, several simple sign errors,
which cause a certain crash, are detected and the autopilot code is updated before the
flight tests. So, the importance of the HIL system is proven directly. In the next section
we provide the results of our flight tests comparing our designs with legacy controllers

from the autopilot.

4.7 Flight Test Results

The next step of the desktop-to-flight control system design workflow is evaluating the
control system performance by performing predefined flight tests. Root-mean-square
(RMS) analysis is used for this purpose. Error is calculated by using the actual and

trim values of the attitude and control surface deflections.

Level flight and doublet input reference tracking test cases are designed for the
proposed and legacy ArduPilot controllers, separately. Each level flight test carries

on about 30 sec and the reference pitch and roll angles are set to zero during the
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test. In Figure 4.23a, attitude error RMS analysis results are given for the pitch
and roll axes autopilots. Here, it is shown that the attitude error RMS values of the
proposed controller (red cross) are lower than the ArduPilot controller and naturally
more actuator usage is required for the proposed system as shown in Figure 4.23b to

achieve high precision controls.
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Figure 4.23 : Attitude error and actuator usage RMS in level flight.
15 IRoll Anqle Douhllel Signa‘l ‘l'racking Test ofI the Op! ‘ i "I ; 15 Pitch Angle Doublet Signal Tracking Test of the Optimized Controller

Respanse —— Response
wh —— Reference ol —— Reference

5f 5h /
= =l
20 Lo 8 o)
o =
5k 5
0 10 Vet
.15 L . L . I L I L I 5 |
476 478 480 482 484 486 488 490 492 494 496 566 568 570 572 574 576 578 580 582 584 586
Time (sec) Time (sec)
15 Roll Angle Doublet Signal Tracking Test of the Ardupilot Controller 15 Pitch Angle Doublet Signal Tracking Test of the Ardupilot Controller
T T T T T T T T T T T T T T T T

Response ——— Response
w0+ —— Reference 10+ —— Reference

5 st
@ 5
£ oD ~J £ 0
s =

st 5

-0t 0+

15 . . . . . . . . . 5 .

192 194 196 198 200 202 204 206 208 210 212 350 352 354 356 358 360 362 364 366 368 370
Time (sec) Time (sec)
(a) (b)

Figure 4.24 : Doublet reference input tracking test results on roll and pitch axes.

The closed-loop roll and pitch axis doublet input reference tracking test case results are
given in Figure 4.24. Here, it is shown that the rise time of the roll attitude response of
the proposed controller is shorter than the response of the ArduPilot as shown in Figure

4.24a. Also, the proposed pitch attitude controller is superior to the ArduPilot about
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the steady-state error in the doublet reference tracking test case as shown in Figure

4.24b.

Table 4.14 : Performance comparison of the proposed and the legacy controllers.

. 180 wBW,, hase wBWg ain @, PM GM DRB DRP @pRp

Axis Controller (rad/s) (rad/s) (rad/s) (rad/s) (deg) (dB) (rad/s) (dB) (rad/s)
Roll ACAH Proposed 14.247 10.150 11.802 6.805 64.848 14.179 3.271 3.53 10.04
Ardupilot 19.413 11.591 11.157 1.418 82.421 19.888 1.703 0970 13.895

Pitch ACAH Proposed 11.490  8.338 8.622 6.665 61.636 13.252 2.064 3.054 8.377
Ardupilot  13.459  9.543 9482 4.067 21.466 13.676 2978 2.7633 8.926

For a quantitative comparison of the system performances, it is required to obtain

the frequency responses of the legacy controller.

So, the frequency sweep input

signal is designed and applied into the closed-loop system with the legacy controller.

Then, by using the CIFER, the closed-loop, broken-loop and disturbance rejection

characteristics of the legacy controller are determined in the frequency domain. The

performance comparison of the proposed and the legacy controller is given in Table

4.14. In this table, it is shown that the crossover frequencies and phase margins of the

roll and pitch attitude control systems are shifted into an adequate region. Also, for the

roll attitude control system, DRB is increased at the cost of the DRP increment which

is still in the acceptable region.
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5. SYSTEM IDENTIFICATION AND CONTROL SYSTEM DESIGN FOR AN
AGILE QUADROTOR PLATFORM

In recent years, urban mobility has an increasing demand especially for people and
cargo transportation in the urban environment in which strict requirements should
be defined because of its dense structure. Agents in this environment should be
operated with effective coordination to ensure the airspace safety with increased
versatility, speed, and minimum environmental impact. In this work, we provide a
system identification, model stitching and model-based flight control system design
methodology for an agile maneuvering technology demonstrator quadrotor platform.
The proposed methodology is to ensure high precision maneuvering control capability

over an extensive speed envelope in comparison to classical control techniques.

Novel manned and unmanned aerial vehicles (such as CityAirbus, Vahana,and
Volocopter) have a promising role in the future of the urban air mobility and cargo
services (Skyways, Uber Air and Prime Air) which are aimed to provide sustainable
solutions with minimum infrastructure requirements. However, integration of the
manned/unmanned vehicles into the urban airspace is a key challenge in the urban
air mobility concept. Specifically, predictability of the dynamic behaviour of these
vehicles is crucial in ensuring Unmanned Aircraft System Traffic Management (UTM)
solutions which is capable of accommodating all of these vehicles in the same airspace

safely and efficiently.

Blending with the general Air Traffic Management (ATM), it is obvious that the aerial
vehicles integrated into the airspace should have mid/high fidelity mathematical model
and adequate control system performance for hover, low speed, and fast forward flight
phases. At this point, accurate/verified mathematical modeling and proper/transparent
control system design process is crucial to obtain a certifiable flight control/autonomy

system.

In literature, there are two fundamental methods for modeling an aerial vehicle. The

first method is called as physics-based modeling approach in which it is required to
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calculate the aerodynamic, inertial and structural parameters by using analytical and
empirical tools. This approach can be used before the aircraft has been built and it
is useful to gain preliminary insights about the dynamics of the designed aircraft.
However, it can be time intensive to obtain these parameters by using several test
setups and analytical/empirical tools. The second approach for modeling of the aerial
platform is system identification method which can be applied in time-domain and
frequency-domain. In this process, several pre-designed flight tests are performed and
aerodynamic parameters are obtained by using the recorded responses of the aircraft.
The system identification process can also be utilized to quantify the difference in the
actual and predicted responses which is useful to improve the mathematical model
fidelity of the aerial vehicle. In other words, physics-based modeling and system

identification tools can be used in a complementary way.

Control system design process for the aerial vehicles requires to consider lots
of handling quality specifications to provide mission safety and reliability. The
importance of these requirements is increased significantly for the missions performed
in the urban airspace. One of the first issue to maintain the flight safety is designing
a control system which has adequate stability characteristics and reference signal
tracking performance. Hence, several handling quality requirements are developed
to design and evaluate the flight control systems. For manned fixed-wing and
rotary-wing aircrafts, these requirements are collected in several handbooks such as

MIL-STD-1797B [97] and ADS-33E-PRF [98], respectively.

Methodological design process and a verified mathematical model are key elements
in flight control system design applications. Hence, in this work an iterative design
pathway, which is called as desktop-to-flight control system design workflow [2],
is utilized. This methodology is developed and validated by several applications
on the manned aerial systems [2]. In this workflow, system identification,
multi-objective optimization based flight control system design, desktop simulations,
hardware-in-the-loop tests and validation/verification steps are tightly connected in an
iterative way. The general scheme of the desktop-to-flight design workflow is given in

Figure 5.1.

In previous studies, system identification and controller design processes are applied

for several non-agile quadrotor platforms such as 3DR Iris+. Due to the narrow flight
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Figure 5.1 : General view of the desktop-to-flight design workflow [2].

envelope of these MAV platforms, stitched quasi-nonlinear models cover forward flight
conditions within 0-10 m/s total airspeed. However, this interval is not adequate
for a racer quadrotor platform which is able to perform fast forward flight and agile
maneuvers. Hence, we focused on obtaining a quasi-nonlinear model and designing

suitable inner/outer loop controllers which are valid for a wide range of flight envelope.

This chapter presents the application and experimental demonstration of the
desktop-to-flight design workflow on a high performance agile maneuvering quadrotor
platform which is capable of fast forward flight up to 32 m/s airspeed. This is
the first time that this methodology is extended to such a technology demonstrator
based on a racer system. Linear mathematical models for hover and forward
flight are obtained by utilizing the frequency domain system identification process.
Then, a quasi-nonlinear stitched mathematical model of the quadrotor is obtained
for hover/low speed and forward flight conditions. To obtain an adequate trajectory
tracking performance, required handling qualities are determined and some of them are
modified for the proposed small scale MAV by using Froude scaling analysis. Based
on these selected handling qualities, inner and outer-loop control systems of the legacy
controller are modified and optimized to improve the stability and performance of the
closed-loop system. Lateral reposition and longitudinal depart/abort maneuvers from
ADS-33E-PRF are scaled-down according to kinematic scaling method. Then, several
flight tests and Monte-Carlo simulations are performed to evaluate the closed-loop
system performance. A footage and GPS position data from the actual flight tests are

given in Figure 5.2.

In previous studies, system identification and controller design processes are applied

for several non-agile quadrotor platforms such as 3DR Iris+. Due to the narrow flight
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Figure 5.2 : Moderate agility lateral reposition maneuver. a) A footage from actual
flight tests, b) Recorded North and East position.
envelope of these MAV platforms, stitched quasi-nonlinear models cover forward flight
conditions within 0-10 m/s total airspeed. However, this interval is not adequate
for a racer quadrotor platform which is able to perform fast forward flight and agile
maneuvers. Hence, we focused on obtaining a quasi-nonlinear model and designing

suitable inner/outer loop controllers which are valid for a wide range of flight envelope.

This chapter is organized as follows; in Section 5.1, the MAV platform and subsystems
are explained. In Section 5.2, the linear model structure is given for hover and forward
flight. In Section 5.3, frequency-domain system identification and time-domain
verification processes for hover and forward flight are described. In Section
5.4, the simulation environment is generated based on the stitched quasi-nonlinear
mathematical model. In Section 5.5, selected handling qualities are described, attitude
and trajectory tracking control systems are designed. In Section 5.6, simulation and

flight test results are evaluated and compared.

5.1 Experimental Platform

A high performance racer type quadrotor platform is used to track the given trajectory
because of its aggressive maneuvering capability and wide airspeed range in forward
flight phase between 0-32 m/s. General view of the test platform is shown in Figure

5.3. To achieve a high level of thrust-to-weight ratio, carbon fiber plates are used in
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Figure 5.3 : General view of the high performance agile maneuvering drone platform.

the airframe structure. It has EMAX RS2205 2600 KV brushless DC (BLDC) motors,
Hobbywing 30A Electronic speed controller (ESC), 4S LiPo battery and 5x4.5 inch
tri-blade propellers.

In avionics structure, Omnibus F4Pro V3 and Arducopter are used as flight control
system hardware and software, respectively. Omnibus F4Pro V3 is a small size and low
weight flight control hardware and it is widely used in the racer quadrotor community.
It has STM32F405 micro-controller, barometer, accelerometer, and gyroscope sensors
onboard. Proficnc Here GPS receiver, which contains u-blox M8N GPS module and a
magnetometer, is connected to the flight control board externally. In order to achieve
high-frequency data logging, Arducopter flight control software runs on the Chibios

which is a small footprint Real-Time Operating System (RTOS).

To increase telemetry range and allow high-speed communication between the UAV
and ground station, Orange Pi Zero Plus2, which is a small size computer with the
embedded WiFi module, is used on-board. Orange Pi and Omnibus flight control
system is connected with the UART serial communication protocol. General scheme

of the avionics structure is shown in Figure 5.4.

In the next section, mathematical model structure, which includes linear and angular

accelerations, Euler rates and propulsion system dynamics, is introduced.
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Figure 5.4 : General scheme of the Racer drone avionics architecture.

5.2 Mathematical Model Structure

As a preliminary step for the frequency-domain system identification process, it is
important to define a linear mathematical model structure for hover and forward
flight conditions. The general structure of the linearized 6 degree-of-freedom (DoF)

equations of motion (EoM) in state-space form is given in equation 5.1.

Mx = Fx+Gu(t — 1)
5.1
y = Hox + Hyx

where X is the state vector, y is the measurement vector, F includes gradients to state
perturbations in trim conditions, G includes the gradients to control perturbations, T
is the time delay vector, M includes the parameters which are depend on the rates of
change of the state variables, H; and Hy matrices are called as measurement matrices
and they define the measurement vector by using the states and state derivatives. State

and measurements vectors are given in equation 5.2 and equation 5.3.

xX'=uvwpaqgre¢ 6wy 8 & (5.2)

y:[u vV W p g r ax ay az} (5.3)

Here, u,v,w cannot be measured directly. So, they should be reconstructed by using

the accelerometer measurement definition as shown in equation 5.4.
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ay=u+Woq—Vor+gcos(®9) 0 +z,4—yar
ay=v+Uyr—Wop—gcos(®) ¢ —za p+x4F (5.4)
a;=w+Vop—Upq+gsin(0g) 0 +y,q—x4q

where [x4,y4,24] defines the offset between the center of gravity and inertial

measurement unit (IMU). In the technology demonstrator quadrotor platform, the

center of gravity is quite close to the IMU location and these offsets can be neglected.

The actuation system dynamics (ESC, motor and propeller assembly) on roll and pitch

axes are modelled as a first-order differential equation as shown in equation 5.5.

8" = @ (8ma — &) (5.5)

where, 8,4, 0’ and @ describe commanded input, actual output and propulsion system

natural frequency for lateral, longitudinal and directional dynamics, respectively.

Unlike roll and pitch axis control moments, the quadrotor platform generates yaw rate
by using differential drag moments of the propellers. As a result of this situation, phase
of the r(s)/6,(s) frequency response is nearly constant in low frequency region which
indicates a lead effect in this input-output pair (shown in Figure 5.9 and 5.10). To
identify the lead in the yaw axis of the quadrotor, yaw rate dynamics is modeled as

given in equation 5.6 [44].

7+ Tleadsr/ :va—l—Npp +Nr”+N5(;5é+N5;5r/ (56)

Here, ;.44 1s set as a flexible variable in the identification process and it is used to

capture the dynamical effects of this extra zero on the yaw dynamics.

The propulsion system model is integrated into the linearized 6-DoF mathematical
model as the last three terms in the state-space structure. The linearized 6-DoF
bare-airframe dynamical model including aerodynamics, gravitational and coriolis

terms can be written as shown in equation 5.7.
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i = Xyu+Xow+ (Xg —Wo) g — gcos(©9) 6 + X5, 06,

v=Yw+ (Y, +Wo) p+ (Y, —Up) r+gcos(®g) ¢ +Ys 8, + Y5 6
W=Zu+Zyw+ (Zy+Uy) q— gsin(0g) 6 + Zs, 6,
p=Lyv+Lyp+Lr+Ls,0,

g = Myu+M,w+Myq+Ms,6,

Tjeaa} +# = Ny + Npp + Nyr+ N, 8, + N5, 8/

. 5.7)
0 = p+rtan(®p)

0=¢q
Y = rsec(®y)

8 = —w, 8+ @, S

a Aemd
8, = —w, 8, + w,§,

e €cmd

S =—w 8 +

r Temd

In the next section, system identification and verification process is performed for the

agile maneuvering quadrotor platform in hover and forward flight conditions.

5.3 System Identification and Verification

One of the most challenging task in modeling and flight control system design process
is obtaining a suitable bare-airframe model of the aerial vehicle which contains
airframe and propulsion system (ESC, BLDC motors, propellers and mixer) dynamics.
Accuracy of the mathematical model directly affects the controller performance and

reduces development costs.

The frequency-domain system identification method is a powerful tool to identify
the bare-airframe dynamics of the aerial vehicle. In this process, the aerial
vehicle is excited on each axis by using variable frequency sinusoidal input signal
which covers a specific frequency range. After performing several flight tests, the
recorded input-output dataset is used in Comprehensive Identification from Frequency
Responses (CIFER) software to obtain frequency responses of the aerial vehicle on
each axis. Then, a suitable linear mathematical model is fitted on the frequency

responses and identified models are verified in time-domain by using doublet input
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Figure 5.5 : Block diagram and input/output definitions for frequency sweep tests.

signals [3]. The system identification and verification process and results are explained

in the following subsections.

5.3.1 Frequency response generation

Frequency sweep flight tests are performed to excite the interested bare-airframe
dynamics of the quadrotor. One of the critical issue in designing the frequency sweep
input is determining the frequency range of the test signal. Because of the unstable
dynamics of the rotorcrafts, frequency range of interest is determined based on the

crossover frequency of the closed-loop system as shown in equation 5.8 [3].

030w <w<3w, (5.8)

As an initial guess, crossover frequency values of the IRIS+ quadrotor platform are
used in which @, ~ 20 — 30rad /s for lateral and longitudinal axes and @, =~ 6rad/s

for directional axis [99].

According to the data collecting procedure given in [3], automated sweep signal is
designed to cover 1-60 rad/s frequency range. The individual sweep record length is
90 sec and duration of the additional hover flight at the beginning and at the end of the
sweep tests is 5 seconds. The concatenated record length is 200 seconds, data sampling

time and filter cut-off frequency are set as 250 Hz and 25 Hz, respectively.

Because of the unstable dynamics of the quadrotor platform, frequency sweep tests
should be performed while the inner-loop attitude control system is engaged. So,
altitude-hold mode of the ArduCopter is used while performing the frequency sweep
tests. To excite the bare-airframe dynamics directly, the frequency sweep test signals
are summed with the controller signal and applied into the mixer as shown in Figure

5.5.
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Figure 5.6 : Roll axis frequency sweep test.
After the system identification test flights, body-axis acceleration, body-axis rate and
mixer inputs for lateral, longitudinal and directional axes are recorded on an SD card.
A sample flight test record for the lateral axis system identification process is given in

Figure 5.6.

5.3.2 Obtaining the speed derivatives for hover flight Conditions

As mentioned before, because of the unstable dynamical characteristics of the
quadrotor bare-airframe, it is necessary to perform the system identification flight
tests by using the inner-loop controllers of the ArduCopter. However, low frequency
sweep test signal will be suppressed by the controller and this results in low coherence
of the identified angular rate responses in the low frequency region. Hence, it may
be difficult to identify the speed damping derivatives (X,,Y;,) and speed stability
derivatives (M,,L,). Although the coherence is low for the control inputs, there is
good energy content in the u#,v, 0 and ¢ as a result of the kinematic consistency. So,
these signals can be used to obtain the speed derivatives of the aerial platform [3].
Identified speed damping and stability derivatives are fixed in the system identification

process.

For hover conditions, lateral specific force can be given as shown in equation 5.9 in

simplified form.
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v =Y,v+ g0 (5.9)

After calculating the time derivative and performing the Laplace transform, transfer
function of v(s)/¢@(s) is generated as shown in equation 5.10 which allows the direct
identification of the lateral speed damping derivative Y, from the roll axis sweep flight

test data.

ws) (5.10)

Frequency response of the v(s)/@(s) is given in Figure 5.7. As shown in the figure,
coherence value is almost 1 which indicates the linearity of the response. v(s)/@(s)
transfer function is fitted on the frequency response between 1-5 rad/s by using
NAVFIT module in the CIFER. The cost value of this fitting process is calculated

as 1.034. As a result, equation 5.11 is obtained which indicates that ¥;, = —0.26068.

% 9.806s

—_—— — 5.11
¢ s+0.26068 1D

In a similar way with the lateral specific force expression, longitudinal specific force

can be defined as shown in equation 5.12.

i = X,u—g0 (5.12)

After calculating the time derivative and performing the Laplace transform, transfer
function of u(s)/6(s) is generated as shown in equation 5.13. The coherence is almost

1 between 1-30 rad/s frequency range.

u(s)  —sg
96) " =X (5.13)

Frequency response of the u(s)/0(s) is given in Figure 5.7. As shown in the figure,

coherence value is almost 1 which indicates the linearity of the response.

Transfer function fitting process is applied for 1-5 rad/s frequency range. The

obtained transfer function is given in equation 5.14 with the fitting cost value of 3.880.
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Figure 5.7 : Frequency responses of the v(s)/¢(s) and u(s)/0(s).
According to this transfer function, longitudinal speed damping derivative is calculated
as X, = —0.270617.

u —9.806s (5.14)

0  s+0.270617
Estimation of longitudinal speed stability derivative M,

Longitudinal static stability (LSS) tests are performed to calculate the speed stability
derivative M,, which is dominant in hover and low speed forward flight phases. In

trim flight conditions, the pitching angular acceleration should be zero as shown in
equation 5.15.
g = 0= M,Au-+M,Aw +Ms AS, (5.15)

When the equation is solved for M,,, equation 5.16 is obtained.

AS, Z,
M, = —M;, Au" + M= (5.16)
w

Due to the dominant effects of the first part of the equation, the second part can be
neglected. So, to calculate the longitudinal speed stability derivative in the near hover
flight conditions, it is required to obtain AJ, /Au relationship from the low-speed LSS

flight tests.
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Longitudinal Static Stability Tests in Low Speed Flight
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Figure 5.8 : LSS flight test in near hover conditions.

In these tests, legacy velocity tracking control system in ArduCopter is activated and 3
m/s constant ground speed reference signal is applied to the closed-loop system. It is
important to perform the low-speed LSS flight tests in almost O m/s wind conditions to
observe the input and vehicle response in the low speed regime. A sample time history

of the LSS flight test is given in Figure 5.8.

After performing the LSS flight tests, pitch axis mixer input - ground velocity
(A8, /AV,s) ratio is calculated as -0.007467. Here, it is possible to use the ground
velocity (V) instead of the X axis velocity u in hover/low speed flight conditions
because of the small pitch angle and neglected wind. By using this relationship, M, is

calculated as shown in equation 5.17.

Au

M, = —Ms,—~ = (—766.7)(—0.007467) = 5.72495 (5.17)

5.3.3 System identification results for hover and forward flight conditions

The technology demonstrator quadrotor platform has a wide flight envelope covers
hover and forward flight conditions with 32 m/s maximum total airspeed. Hence, it
is important to evaluate the MAV dynamics in these phases. After performing several
frequency sweep tests in hover and fast forward flight conditions, recorded data is

processed to obtain the frequency responses of the open-loop quadrotor platform.
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Measured acceleration and body rate data are used to obtain the non-parametric model,
i.e. frequency responses, of the quadrotor roll, pitch, yaw and heave dynamics. Then,
linear parametric state-space model is fitted on the obtained frequency responses of the
actual system by using the DERIVID tool of the CIFER. The frequency responses of
the identified and actual bare-airframe dynamics in hover and forward flight conditions
are compared in Figure 5.9, 5.10 and 5.11. Here, solid line represents actual system
responses and dashed line represents identified parametric model. As shown in these
figures, coherence of the frequency responses are above 0.6 for a wide range of

frequency which indicates the linearity of the dynamics.
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Figure 5.9 : On-Axis p/d,,r/d, frequency responses of the actual system and
identified model in hover flight conditions.
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Figure 5.10 : On-Axis ¢/J,,a,/0r frequency responses of the actual system and
identified model in hover flight conditions.

Identified model costs for lateral, longitudinal, directional and heave axis are given in
Table 5.1. Subscripts 'hvr’ and ' f f/ are used for hover and forward flight phases. Here,
it is shown that individual (J;) and average (J,.) cost values for the identification

process are within or near the suggested limits given in equation 5.18 [3].

132



[ o
g1 T T T g1
Y08 ;__» 0.8
2 06 206
S o

Q

4 é 0.4
).2 0.2
Frequency (Rad/Sec) Frequency (Rad/Sec)
a/9 ax/§
60 < 40 £
m
e
2
820
‘g
En
S
“ 0
-315
B
9
8
5 360
2
g
~
-405
81 g1
508 \/\/—/J\ §08
g )
% 0.6 < 0.6
© 0.4 O 04
0.2
.2 0.
10" 10! 2 0 1
) 10 10
Frequency (Rad/Sec) Frequency (Rad/Sec)

Figure 5.11 : On-Axis frequency responses of the actual system and identified model
in forward flight conditions.

Ji <150t0200
(5.18)

Jave < 100

Identified aerodynamic parameters of the quadrotor bare-airframe dynamics for hover
and forward flight phases are given in Table 5.2. Several parameters, which have high
Cramer-Rao bound (> 25%) and insensitivity (> 10%), are neglected and set to zero

in the model reduction step. These are marked with (7) superscript in the table.

As shown in Table 5.2, speed damping and stability derivatives X,,,Y;, and M, are
identified with low Cramer-Rao bound and insensitivities. These results are also

verified by the given speed stability and damping analysis in Section 5.3.2.

5.3.4 Identification of the propulsion system dynamics

Because of the high natural frequency of the BLDC motors, propulsion dynamics may

not be captured in the low frequency range. So, it is required to perform a high
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Table 5.1 : Identification costs for each input-output pairs.

Response Jhvr Jrr
p/8. 23453  69.997
/8, 48816

ay/8, 31992  48.599
v/8, 71426 68.978
/8, 118755 141.831
q/8. 126780 212.850
ay/8, 53733 34916
r/8. 42752  50.852

v /8, - 90.682
a;/&  23.476 -
W/ 43.763 -

Jove,, 43922 62.525
Jave,, 99756 129.866
Jovey 42752 70767
Joves,  33.619 -

frequency sweep test to identify the propulsion system dynamics. For this purpose,
the frequency sweep flight tests are repeated for the pitch and roll axes by using the

test parameters as shown in Table 5.3.

If we ignore the low-frequency hovering cubics, pitch and roll dynamics of the
quadrotor bare-airframe can be modelled as second-order transfer functions in the
high frequency region. So, high frequency dynamics are represented as shown in

equation 5.19 and 5.20 which combine the frame and BLDC motor dynamics.

p(s) B Lga(a)(p)e*%s
5(5)  s(s+ ) 619
als) _ Ma(@0)e” > (5.20)

Oc(s) s(s+ wp)

where, Wy and @, are natural frequencies of the propulsion system, T¢ and Ty are
high frequency delays on roll and pitch axes. Then, transfer functions are fitted on the

identified p(s)/0,(s) and g(s)/J,(s) frequency responses as shown in Figure 5.12.

The identified linear models for the high frequency range are given in equation 5.21

and 5.22 with the cost of 3.992 and 1.009, respectively. As shown in these
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Table 5.2 : Identified parameters for hover and forward flight conditions.

Vs=0m/s Vs =20 m/s
Derivative Value CR Bound CR Bound (%) Insensitivity (%) Value CR Bound CR Bound (%) Insensitivity (%)
Xy -0.25860 0.01812 7.007 2.274 -0.1635  0.01764 10.79 4.698
X, -0.07132  9.992E-03 14.01 5.033 -0.2107  0.01649 7.828 3.201
Xs, -9.124 0.4095 4.488 1.6 0* — — —
Longitudinal M, 5.688 0.3699 6.503 1.724 3.571 0.2903 8.128 2.338
Model M, 1.958 0.3935 20.09 5.825 of — — —
Ms, 765.7 26.51 3.462 0.9258 753.0 36.58 4.858 1.242
s, 0.03368  2.680E-03 7.958 3.218 0.05124 2.292E-03 4.474 2.003
Y, -0.2615 0.01644 6.289 2.446 -0.3413  0.01906 5.584 1.656
Y, 0" — — — 0" — — —
Y, o+ — — — 0t — — —
L, -6.154 0.3272 5317 1.783 -0.7775  0.05845 7.518 2.233
L, 0" — — — -1.532 0.2521 16.45 6.770
L, 0+ — — — ot — — —
Lateral N, 1.169 0.3145 2691 6.279 0f — — —
Model N, 0.2032 0.03175 15.62 3.464 0 — — —
N, 0" — — — 0" — — —
Y5, 12.07 0.5377 4.456 1.747 7.036 1.365 19.41 6.580
Ls, 1232 38.12 3.094 0.9929 913.4 30.57 3.347 1.045
Ns, 18.50 1.361 7.357 3.545 0* — — —
s, 0.03323  2.205E-03 6.637 2.976 0.03898 1.360E-03 3.489 1.651
N, 0" — — — -21.44 3.234 15.08 0.2437
Y, 0r — — — 15.11 3.107 20.56 0.2740
Y, 0r — — — 9.188 1.249 13.59 0.1818
Directional Ns, 92.71 8.614 9.284 4.028 122.0 9.521 7.807 0.3676
Model Ys, 0" — — — 35.67 4.724 13.24 0.4037
N, 0" — — — 51.02 9.108 17.85 0.2593
s, -26.04 4.708 18.06 3.468 —26" — — —
Tiead -16.13 1.608 9.978 2.193 -2.313 0.2286 9.883 2.807
15, 0.01891  2.253E-03 11.91 4.309 0" — — —
Zy 0" — — —
Heave Zs, -70.27 2.808 3.996 1.501 — — — —
Model s, -25.6 2.307 9.012 2.923 — — — —
T, 6.514E-03 1.730E-03 26.57 10.49 — — — —

Table 5.3 : Test signal parameters for propulsion system identification in high

frequency range.

Parameter Value
Frequency Range 1-100 rad/s
Sweep Length 90 sec
Sampling Time 400 Hz

Concatenated Record Length 200 sec

identified transfer functions, natural frequency of the propulsion system is obtained

as approximately 29 rad/s.

(s)  Lg,(0p)e "  39018.6¢ 00052

14
04(s) s(s+ wy) s(s+28.276s)

q(s)  Ms,(wg)e ™"  26229.3¢~0-0060s
S.(s)  s(s+wp)  s(s+29.6955)
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Figure 5.12 : Identification of high frequency dynamics on longitudinal and lateral
axes.
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Figure 5.13 : Schematics of the bare-airframe model verification process.

5.3.5 Model verification

Identified linear models of the quadrotor platform should be verified before using in the
control system design process. For this purpose, verification test procedure is utilized
in the time-domain. In these tests, doublet reference attitude signals with ~ £10%
amplitude of the pilot stick range are applied on each axis separately. Then, mixer
input and system output data are logged on the SD card. Mixer inputs are applied into
the identified linear bare-airframe models and responses are compared with the actual
system outputs. The schematics of the time-domain verification process is shown in

Figure 5.13.
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Doublet Reference Inputs and System Outputs on Pitch and Roll Axes
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Figure 5.14 : Sample doublet reference input tests on pitch and roll axes.
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Figure 5.15 : Roll axis verification test results in hover flight.

Model verification flight tests are performed by using stabilize mode of the
ArduCopter. In this mode, pilot sends attitude commands in the doublet form as shown
in Figure 5.14. Then, verification test data is processed by using VERIFY tool in
CIFER. Because of the unstable bare-airframe dynamics, linear model is simulated for
about 1.5-2 seconds to avoid the unstable model responses. Roll, pitch and yaw axes
verification results are given in Figure 5.15, 5.16 and 5.17. As shown in these figure,

actual system and linear models have similar responses which verifies the system

identification results.
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Figure 5.16 : Pitch axis verification test results.

CIFERR) v7.0.00
Time Histories  Event: 1 Start time: 1.500 Feb 18 13:27 2019
Weighting: C Flight: 1 Stoptime:  4.300 AIRCRAFT: Racer

Yaw Rate Yaw Axis Mixer Input

200 0.1

—— Measured
100 ——-Identified | | 0.05

r (deg/s)
=

-100

=200

16 19 22 25 28 31 34 37 4

180 Time (Sec)

100

Lo 19 22 25 28 31 34 37 4
Time (Sec)
——Flight dara
— — -RerRud Id: Racer, hover, yaw id., test: 14.02.19, stab mode on

Figure 5.17 : Yaw axis verification test results.
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Table 5.4 : Verification TIC and cost (J,, ) values for hover and forward flight
conditions.

Axis  TICuyy  Jvrpy,,  TICry  Juryy

Roll 0.06834 1.804 0.05307 0.723
Pitch 0.09661 1.632 0.04378 1.251
Yaw 0.06953 1.914 0.03334 0.760

In the model verification process, Theil-inequality constant (TIC) and verification cost
(Jurf) values are used to evaluate the similarity of the identified model and actual
system responses. According to the guideline in [3], TIC and J,, values should be

as given in equation 5.23 and 5.24.

TIC <0.25100.30 (5.23)

Jorp <1.0102.0 (5.24)

Model verification results for hover and forward flight conditions are given in Table
5.4. As shown in this table, TIC and J,,s values are below the given limits in
equation 5.23 and 5.24. Here, subscripts 'avr’ and ' f f” are used for hover and forward

flight phases, respectively.

In the next section, model stitching method is introduced which is used to generate
a full-flight envelope simulation environment by using linear point models and trim

dataset.

5.4 Model Stitching

Linear state-space perturbation models represent the dynamical behaviour of the aerial
system and critical dynamics can be captured by using these simple mathematical
models. However, linear models are valid only for a specific flight condition. If
the aerial vehicle has a wide flight envelope, one linear model would be insufficient
to capture the dynamical behaviour in the whole envelope. Hence, linear models
should be obtained for several flight conditions and control system parameters should

be scheduled based on airspeed, dynamic pressure or altitude.
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Figure 5.18 : General view of the stitch model structure [4].

As we mentioned in the previous sections, the system identification process is a
powerful tool to obtain the linear mathematical model of the aerial vehicle for a specific
flight condition. However, it is required to generate a full-flight envelope simulation
environment to evaluate the closed-loop system behaviour. For this purpose, model
stitching method is developed in which several anchor points and trim data are stitched
together to cover the flight envelope of the aerial vehicle [3,4,43]. General structure

of the stitched model is given in Figure 5.18.

5.4.1 Anchor point data

Anchor point data is defined as a specific flight condition in which the linear model and
trim data are available. For the agile maneuvering quadrotor platform, two anchor point
models (for hover and 20 m/s forward flight) are identified and used in the stitched
model. Stability and control derivatives are linearly interpolated between these two
point models as a function of U. To obtain the anchor trim point, forward flight tests
are performed in several pitch attitude between 0° and —55°. Then, Wy, ®9, &, and
0y, are calculated by using the trim flight data records as shown in Figure 5.19. This
data set is used to obtain the stitched model which covers the hover/low speed and fast
forward flight phases. For more information and comprehensive analysis about the

model stitching method, readers may refer to [3,4,43].

140



Zh Axis Velocity (W)

Pitch Attitude (0)

> —
< - D AN
E 10 < 30 N
2 \ > e
15 AN 40 kN
N N
A
20 N -50 e
‘\
25 - -60
0 5 10 15 20 25 30 0 5 10 15 20 25 30
v total @/s) v total @/s)
Longitudinal Mixer Input (4,) Collective Mixer Input ()
0.01 0.5
0 /
0.4 o
20.01 !
)
B o 03 ,
< -0.02 < o/
et /
e = 02
-0.03 y
.
1 &
-0.04 — o1y -
-0.05 0
0 5 10 15 20 25 30 0 5 10 15 20 25 30
v, @/ V., @/9)

total total

Figure 5.19 : Anchor point models and trim data obtained from the forward flight
tests in trim conditions.
In the next section, trajectory tracking control system structure is given, controller
parameters are optimized by using multi-objective optimization process and robustness

analysis is performed.

5.5 Control System Design

Legacy ArduCopter control system has a nested-loop structure which contains attitude,
velocity and position control loops. By using this legacy structure and controller
parameters, it is possible to perform general purpose flights in which it is not critical
to track a given reference signal precisely. However, it is not suitable for accurate
trajectory tracking applications such as B-spline tracking missions. For this reason,
the legacy structure is modified and controller parameters are optimized for the agile
maneuvring quadrotor platform. At first, stability and performance of the legacy
attitude controllers are evaluated by using the frequency domain analysis. These results
are used to compare the legacy and optimized controller performances quantitatively.

Then, inner and outer-loop controllers are optimized in Control Designer’s Unified

Interface (CONDUIT) software [2] by using selected handling qualities.
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5.5.1 ArduCopter controller structure

ArduCopter controllers are used as legacy control systems which is developed based
on nested-loop structure [100]. The innermost loop of the controller structure contains
a PID controller which is utilized to control the body rates of the quadrotor. Output of
the inner-loop rate controller is sent to the mixer to obtain the required PWM signal
for the each BLDC motor. A proportional controller is used in the second loop to
track the given attitude references. Also, a feed-forward element is used in this loop.
The third loop of the ArduCopter position controller is in PID structure and designed
to track given velocity reference signals in the NED frame. The outermost loop is
designed based on a proportional control structure and utilized to track a given position
reference. Block diagram of the ArduCopter position controller is shown in Figure

5.20.

Position
References Iy O n 7 @ m
in NED Frame ) )

Position Linear Velocity .
Measurements Measurements Attitude Body Rate
in NED Frame in NED Frame Measurements Measurements

@

Mixer +
Motors

Figure 5.20 : Block diagram of the ArduCopter Position control system.

As shown in Figure 5.20, only the position reference signal can be applied into the
legacy closed-loop system. It is not possible to track the given position and velocity
references simultaneously. Hence, the position and velocity control loops of the legacy
structure have to be modified. To simplify the overall design process, attitude control
loop structure is kept same. However, it is important to evaluate the stability and

performance of the legacy attitude controller as given in the following section.

5.5.2 ArduCopter inner-loop attitude controller performance Evaluation

Before improving the legacy controller performance or designing a new controller
structure, it is important to obtain the broken-loop (BL), closed-loop (CL) and
disturbance rejection (DR) performance of the baseline inner-loop attitude control
system. This information provides a prior knowledge about the required improvement

that should be performed by the control engineer. Hence, to determine the dynamical
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Table 5.5 : Frequency sweep signal parameters for Arducopter performance
evaluation tests.

Parameter Broken-loop Closed-loop Disturbance Rejection

Tsweep 90 sec 90 sec 90 sec

Oin 1 rad/s 1 rad/s 1 rad/s

Oax 100 rad/s 90 rad/s 90 rad/s

T 400 Hz 400 Hz 400 Hz
Pitch Axis Test Signal Amp. 0.05 Nm £ 10 deg £ 15 deg
Roll Axis Test Signal Amp. 0.05 Nm + 10 deg + 15 deg
Yaw Axis Test Signal Amp. 0.1 Nm =+ 20 deg/s + 20 deg/s

characteristics of the ArduCopter, broken-loop, closed-loop and disturbance rejection
flight tests are performed by using the legacy controller. The input-output pairs for

these tests are given in Figure 5.21.
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Figure 5.21 : Schematic of the closed-loop, broken-loop and disturbance rejection
test input-output pairs.

where, subscripts ‘ref’, bl’ and 'd’ refer to the reference, broken-loop and disturbance
inputs, respectively. Frequency sweep flight test is designed to obtain the frequency
response of BL, CL and DR dynamics. Sweep signal parameters are given in Table

5.5.

To evaluate the stability margins and crossover frequencies of the legacy attitude
controllers, the broken-loop flight test data is used and the frequency responses of
84y, / Oy, + ey, / Ocy, and 8y, /8y, input-output pairs are obtained in CIFER. In
the turbulence flight conditions, the attitude control/attitude hold (ACAH) performance
of the UAV has a crucial role to track the given reference signal. Hence, disturbance
rejection bandwidth and disturbance rejection peak characteristics are analyzed by

using the frequency responses of the ¢’/¢4,60'/6, and y'/y, input-output pairs in
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the CIFER software. Another important reference signal tracking performance metric
is the bandwidth of the closed-loop system. It is required to design an inner-loop
system with adequate bandwidth to track given reference signal by the outer-loop, such
as trajectory tracking system. Therefore, the closed-loop system performance of the
legacy attitude controller is evaluated by using the frequency responses of ¢ /¢., 0 /6,

and y/y, input-output pairs in the CIFER.

The frequency-domain stability and performance characteristics of the actual legacy
controller is also used to verify the mathematical model of the closed-loop system
(controller, sensor dynamics and bare-airframe) in CONDUIT environment. BL, CL
and DR flight test results are given in Table 5.6. Handling quality analysis of the legacy
roll attitude controller from CONDUIT is given in Figure 5.22.
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Figure 5.22 : Performance evaluation of ArduCopter roll attitude controller in
CONDUIT for hover/low speed conditions.

As shown in the Table 5.6 and Figure 5.22, the legacy controllers have adequate
crossover frequency and disturbance rejection bandwidth characteristics. However,
they have low phase margin which results in low damping ratio of the closed-loop
system. Also, the closed-loop system with legacy controller has Nichols Margin in

Level-3 which indicates that the system is not robust against simultaneous changes in
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Table 5.6 : Performance evaluation of the legacy control systems.

Axis 08 PM GM -135deg BW -180deg BW DRB DRP
(rad/s) (deg) (dB) (rad/s) (rad/s) (rad/s) (dB)

Roll Attitude  Flight Test 34.64 23 13.08 dB @ 5.53 rad/s 33.41 46 9.725 251
Controller ~ CONDUIT 29.3 33.33 19.34dB @ 7.42 rad/s 31.95 51.74 11.96 4.87
Pitch Attitude Flight Test 209  33.6 9.69 dB @ 5.40 rad/s 22.7 38.20 8217 29
Controller ~ CONDUIT 19.33 24.39 9.93dB @ 9.49 rad/s 21.1 37.34 10.09 7.47

magnitude and phase. This situation reduces the stability of the system. In the fast
forward flight tests, effect of the low stability margin characteristics of the attitude
control loop is observed as low-damping oscillations in pitch and roll attitude of the
quadrotor platform. This results insufficient trajectory tracking performance in the fast
forward flight phase. Hence, it is required to improve the inner-loop reference tracking

performance of the attitude control loop.

5.5.3 Dynamic scaling

In literature, there are several sources about handling quality requirements for manned
aerial vehicles. For manned rotorcrafts and fixed-wing aircrafts, ADS-33E-PRF
and MIL-STD-1797B provide a comprehensive set of handling and flying qualities.
However, there is very limited information about the handling quality requirements
for UAVs and MAVs. In recent years, researchers have focused on dynamic
(Froude) scaling to scale down the Level-1 boundaries of the several handling quality
requirements such as disturbance rejection bandwith (DRB) and crossover frequency
(m,). Scaling factor is calculated by using the rotor diameter (for full scale rotorcrafts)

and the hub-to-hub distance (for multicopter platforms) of the aerial vehicles [1,36].

In this study, XV-15 full-scale tilt-rotor aircraft is used to perform the Froude scaling
analysis. Scaling factor N is calculated as the ratio of the rotor-to-rotor distance of the
XV-15 (L,,15) and the rotor-to-rotor diagonal distance of the technology demonstrator

drone platform (L,;) as shown in equation 5.25.

Lois  17.374

N = —

= 68.137 (5.25)

By using the dynamical scale factor N, full-scale frequency requirements can be scaled

down by using equation 5.26.
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Table 5.7 : Froude scaling analysis of the agile maneuvering drone roll mode in hover

flight.
Mode XV-15 Scaled XV-15 Agile Drone Difference (%)
Avott, ,(rad/s)  0.4668 3.8532 3.8785 0.6556
Aoty (rad/s)  0.6458 5.3308 4.0114 24.7501
Wscaled = Ofyll—scale V N (5.26)

To evaluate the validity of the dynamical scaling, actual and scaled natural frequencies
of the XV-15 roll mode poles are compared with the identified roll mode poles of the
drone platform in Table 5.7. Here, it is shown that the difference between the natural
frequencies of the scaled and identified roll axis hovering cubic poles are 0.6562% and
24.7501%, respectively. This indicates that the Froude scaling can be used to obtain

the scaled handling quality requirements for the quadrotor platform.

5.5.4 Trajectory tracking control system design

A suitable control system structure is necessary to perform the trajectory tracking
mission with a minimum error in velocity and position. The legacy ArduCopter
position control system has a classical nested-loop structure as mentioned before. By
using this structure, it is possible to track the given position reference signal. However,
simultaneous tracking of the position and velocity commands, which is required for the
trajectory tracking mission, is not possible with the legacy closed-loop system. Hence,
a modification on the position control loop is performed and the position controller
signal is used as a correction on the velocity reference signal. The general scheme of

the trajectory tracking system is given in Figure 5.23.
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Figure 5.23 : Block diagram of the proposed trajectory tracking system.

As mentioned in the previous sections, ArduCopter is used as a legacy control system
for the Racer quadrotor platform. System identification and model verification tests are

performed by using the legacy controller because of the inherent unstable dynamics
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of the quadrotor. Then, in Section 5.5.2, broken-loop, closed-loop and disturbance
rejection characteristics are evaluated in frequency-domain. As a result of these
analysis, it is shown that the legacy attitude controllers have low phase margin. Hence,
it may not be possible to perform an accurate and agile trajectory tracking mission
by using the legacy controllers. At this point, modifying the controller structure
and optimizing its parameters become necessary to improve the reference tracking

performance.

In this study, the legacy attitude controller structure (P+PID) is not changed to
simplify the problem. CONDUIT is used to optimize the attitude control system
parameters by using the selected stability and handling quality specifications given
in Table 5.8. In CONDUIT, flight control system design problem is constrained by
these selected specifications and Feasible Sequential Quadratic Programming (FSQP)
solver is used to obtain the pareto-optimum solution with the minimum overdesign [2].
However, most of the design specifications, such as minimum crossover frequency and
disturbance rejection bandwidth requirements, are not suitable for unmanned aerial
vehicles. In the next two subsections, it is described how to modify the level-1
boundaries of these specifications according to bare-airframe dynamics and Froude

scaling analysis to obtain suitable specifications for UAV and MAV platforms.

Minimum crossover frequency

One of the main characteristics of the feedback systems is its suppression ability
against the variations in the system dynamics due to mass, airspeed and center of
gravity location, etc. If the parameter variation has significant effects on the dynamical
characteristics of the system, consistent response can be obtained by using high
feedback gains. This increases the crossover frequency of the broken-loop system
at the cost of increased actuator activity. Hence, it is important to select a minimum
crossover boundary to avoid the overdesign. According to the guideline in [2], the
minimum crossover frequency boundary should be selected at least 2 to 3 times greater
than the natural frequency of the unstable modes of the bare-airframe as shown in

equation 5.27.

@, > (2 - 3)wunstable (527)
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In the agile maneuvering quadrotor platform, identified unstable mode natural
frequencies of the hovering cubics are 3.8785 rad/s for roll dynamics and 4.0881 rad/s
for short-period dynamics. So, level-1 boundary of the minimum crossover frequency

specification (CrsMnG2) of the attitude control loop is selected as 25 rad/s.

Velocity hold controller is wrapped around the attitude hold control system of the
quadrotor platform. It generates the commanded pitch and roll attitude to track the
given velocity reference signal. Here, it is important to minimize the dynamical
interaction between the inner and outer loop. Only a small decrease in the stability
margin of the inner loop is acceptable when the outer-loop is added into the nested-loop
structure. For this purpose, crossover frequency of the velocity-hold control system is
selected to provide frequency separation between the attitude control loop and velocity
hold loop. According to the guidelines, crossover frequency of the outer loop is

selected as 1/5 to 1/3 of the inner loop crossover frequency as shown in equation 5.28

[2].

1 1
wcvel = (g - g) wcat, (528)

In the proposed trajectory tracking structure, position controller is used as a correction
loop instead of using as an outer-loop. Hence, bandwidth separation is not applied
in the position correction loop and crossover frequency of the position controller is

selected as 10 rad/s.

Disturbance rejection requirements

Disturbance rejection requirements consists of disturbance rejection bandwidth (DRB)
and disturbance rejection peak (DRP) criteria which is used to evaluate the rejection
capabilities of the aerial vehicle in a disturbed situation [2,94]. In CONDUIT, DRB
and DRP specifications are defined as DstBwG1 and DstPkGl1, respectively. Although
DRP specification can be used for the sub-scale aerial vehicle, DRB specification
should be scaled-down by using the Froude scaling in equation 5.25. As a result,
level-1 boundary of the attitude DRB specification is shifted to the 8.25 rad/s.
Summary of the selected design specifications and Level-1 boundaries are given in
Table 5.8. Here, H, S,J are used to define hard, soft constraints and summed objectives

in the optimization problem, respectively.
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Table 5.8 : Summary of the selected design specifications in control system design

process.
Specifications Nominal Level-1 Roll and Pitch Yaw Attitude  Velocity Position
Boundary Attitude Controllers ~ Controller Controller  Controller
EiglcGl1 (H) 0 Unmodified Unmodified Unmodified Unmodified
NcMgG1 (H) - Unmodified Unmodified Unmodified Unmodified
StbMgG1 (H) 45 deg/ 6 dB Unmodified Unmodified Unmodified Unmodified
DstBwG1 (S) 1 rad/s 8.25 rad/s 2 rad/s 1.61 rad/s 1.51 rad/s
DstPkG1 (S) 4.5dB Unmodified Unmodified Unmodified Unmodified
EigDpGl1 (S) 0.35 Unmodified 0.5 Unmodified Unmodified
CrsMnG2 (S) 2 rad/s 25 rad/s 5 rad/s 5 rad/s 2.5 rad/s
CrsLnG1 (J) 10 rad/s 40 rad/s 10 rad/s 10 rad/s 10 rad/s
RmsAcGl1 (J) 1.5 Unmodified Unmodified Unmodified Unmodified

5.5.5 Robustness analysis of the attitude controllers

Robustness analysis is a crucial step for the control system design process to evaluate
the system behavior in the presence of parametric uncertainties. So, it is important
to calculate the uncertainty level of the system parameters. Each of the aerodynamic
parameter identified in the system identification process has a Cramer-Rao (CR) bound

which represents the uncertainty level of the related parameter as given in equation 5.29

[3].

(CRi)cifer ~ O (5.29)

where, 0; is the standard deviation of the identified aerodynamic parameter of the aerial
vehicle. This uncertainty value is used to evaluate the closed-loop system robustness
against the parametric uncertainties in the mathematical model. +2CR =~ 20; and
+3CR ~ 30; uncertainty levels in the state-space parameters account for 95.4% and

99.7% confidence interval in the mathematical model [3].

In CONDUIT, CR bounds of the identified parameters are imported from the CIFER
and 100-runs Monte-Carlo simulation is performed for 36; uncertainty level. Design
margin in DRB and minimum crossover specifications are set as 30% to keep the
closed-loop system in the Level-1 region in the presence of uncertainties. As a result
of the robustness analysis, it is shown that the optimized attitude control systems
have adequate robustness capability against 30; parametric uncertainties. Robustness

analysis results of the roll axis attitude controller is given in Figure 5.24. As shown
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in Figure 5.24, most of the design point remain in level-1 region in the presence of
uncertainty. In the worst cases, some of them shift slightly into the level-2 which is

still acceptable. Similar results are obtained for the pitch and yaw attitude controllers.
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Figure 5.24 : 30 robustness analysis of optimized roll attitude controller in
CONDUIT for hover/low speed conditions.

In the next section, closed-loop system performance is evaluated in hover/low speed
flight conditions by using scaled lateral reposition and longitudinal depart/abort

mission task elements.

5.6 Simulation and Flight Test Results

Control system design and robustness analysis are followed by Monte-Carlo
simulations and flight tests to evaluate and verify the closed-loop system performance.
Required improvements could be defined and applied according to the obtained results.
In ADS-33E-PRF, mission task elements (MTEs) are used to evaluate the system
ability in good visual environments (GVE) and degraded visual environment (DVE).
However, these MTEs are not suitable for the unmanned and micro aerial vehicles. So,

they should be scaled down before applying to the unmanned systems.
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In this section, kinematic scaling is applied to the lateral reposition and longitudinal
depart/abort MTEs from ADS-33E-PRE. Then, hover and trajectory tracking and
aggressiveness (TTA) analysis are performed on the technology demonstrator

quadrotor platform to evaluate the proposed system performance.

5.6.1 Kinematic scaling

For the MTE scaling purpose, kinematic scaling is utilized successfully based on
maximum forward flight speed of the aerial vehicles [1]. Maximum airspeed values of
the agile maneuvering quadrotor and UH-60 are Vyuqy,,, = 32m/s, Vinaxyeo = 82.31m /s,
respectively. Spatial (Lgeqe ), velocity (Vieq.) and time (z.4.) scale factors are given

in equation 5.30, 5.31 and 5.32.

. Vmaxuav g
Lscale - V— (530)
maxyh60
V,
Vicale = O Vmaxuav (5.31)
maxype0
74
fcale = O (5.32)
maxype0

where,  is aggressiveness level which is selected as & = 1, 1.5, 2 in this study. For

more information about the MTE scaling, readers may refer to [1].

5.6.2 Position-hold performance evaluation in hover flight

One of the most critical missions for a rotary-wing aerial vehicle is position hold flight
in which adequate disturbance rejection performance is necessary. Especially in the
urban environment, it is crucial to hold the commanded position with the acceptable

error and overshoot to minimize the crash risk in the airspace.

To evaluate the position hold performance of the legacy and optimized controllers,
hover flight tests are performed on the quadrotor platform. In these tests, given
reference velocity and position commands are set to zero to maintain the hover
conditions. Wind velocity is about 2-3 m/s from North and light turbulence level

is observed. Position of the quadrotor with the legacy and optimized controllers
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Figure 5.25 : Position-hold flight test results with the legacy and optimized
controllers.

are compared in Figure 5.25. Velocity and position time histories of the legacy and

optimized controllers in hover flight are given in Figure 5.26.
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Figure 5.26 : Position and velocity time histories in hover flight test with the legacy
and optimized controllers.

In these flight tests, position and velocity RMSE of the legacy and optimized

controllers are given in Table 5.9. As shown from the hover flight test results,
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Table 5.9 : Position and velocity RMSE for hover flight test.

Controller Position RMSE (m) Velocity RMSE (m/s)

Legacy 0.3364 0.1761
Optimized 0.0468 0.0791

the proposed controller has superior position-hold performance in the same wind

conditions which is crucial for the urban environment missions.

5.6.3 Trajectory tracking and aggressiveness analysis

In ADS-33E-PRE, there are several moderate amplitude maneuvers to evaluate the
agility of the full-scale rotorcrafts. However, direct usage of these maneuvers is not
sufficient for the quadrotor platforms. Hence, in the previous subsection, kinematic
scaling with three levels of aggressiveness (a = 1,1.5,2) is applied based on maximum
airspeed of the quadrotor and UH-60 rotorcraft [1]. These maneuvers are performed in
the stitched quasi-nonlinear model and flight tests. Velocity and position time histories

are compared in Figure 5.27 and 5.28.

Velocity Profile on XY Plane fora =1 Velocity Profile on XY Plane fora = 2

6

Time (sec) Time (sec) Time (sec)

Figure 5.27 : Lateral reposition simulation and flight test results.

After performing several flight tests and simulations, TTA performance of the proposed
closed-loop system should be evaluated quantitatively. Hence, it is required to define
a cost function (L) and TTA performance score (¢774) which includes aggressiveness

level, velocity and position reference tracking RMSE [1].

a—dag T €—E&g R—Rg; (533)

L=w,— e WR
aaB—aG € — &g Rg —Rg

Here, a is aggressiveness level, € is tracking error term for position and velocity and
R is robustness of the closed-loop system which is a metric for the mission success.
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Figure 5.28 : Longitudinal depart/abort simulation and flight test results.

Subscripts ‘G’ and 'B’ stand for the bad and good possible values for these metrics.

wq, We, wr are used to define the weights of these metrics in the cost function.

The aggressiveness term a is calculated by using equation 5.34.

a= M (5.34)

Vmaxnom
where, Vj4y,,,, 18 commanded maximum velocity and Vjuqy,,,, 15 nominal speed of the
rotorcraft which is 5.88m /s for the drone platform. Velocity and position tracking error

term in the cost function is calculated by using equation 5.35.

RMSE, RMSE 0
El =Wyl TWpos— 5
Vmaxcmd

(5.35)
Lpath

where, wye,Wpos are weights for the position and velocity tracking errors. In
this definition, velocity and position RMSE are normalized by using the maximum

commanded velocity and length of the commanded path L.

In the Monte-Carlo simulations and flight tests, all of the MTEs are completed
successfully. Hence, as described in [1], robustness term is not used in the cost
function. However, in future studies, concept of "mission success" will be defined

and robustness term will be included in the TTA analysis.
In this study, the weights in the cost function are used as shown in Table 5.10.

After obtaining the cost function value, it is used in the TTA scoring step which is

defined in equation 5.36. The value of the TTA score @774 is in 0 — 100 interval.
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Table 5.10 : Weights used in the TTA analysis.

Parameter w, we Wr dg ap € EB Wy Wpos

Value 05 05 0 3 O O 035 07 03
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Figure 5.29 : TTA Scoring of the depart/abort and lateral reposition maneuvers with
optimized controllers.

High TTA score means lower tracking error and higher aggressiveness; low TTA score

means higher tracking error and lower aggressiveness.

200

— 5.36
T el (5.36)

Or7A =

After several flight tests and Monte-Carlo simulations, TTA scores of the quadrotor

platform are given in Figure 5.29.

Here, it is shown that the TTA scores for each aggressiveness level are above the
recommended boundaries given in Table 5.11 [1]. Also, the optimized controller
has similar TTA scores in Monte-Carlo simulation and flight tests which validates the

simulation results.

The legacy controller parameters are not suitable for this type of trajectory tracking

control system structure. Oscillatory responses are observed in flight tests in pitch and

Table 5.11 : TTA score guideline for scaled lateral reposition and depart/abort

MTEs [1].
Maneuver Desired TTA Score Adequate TTA Score
(Level-1) (Level-2)
Lateral
Reposition r7a > 82 77 < ¢rra > 82
Depart/Abort Or7a > 82 77 < drra > 82
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roll axes. Because of the safety considerations, TTA scoring analysis of the closed-loop

system with the legacy controller is not performed.
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6. IMPROVEMENT OF CRM-ADAPTIVE SYSTEM PERFORMANCE BY
UTILIZING REINFORCEMENT LEARNING

Recent concepts such urban air mobility or air cargo delivery rely heavily on
technological advances in autonomy, intelligence and decentralized air traffic
management solutions. As such, creating safe, sustainable, cost effective and
high quality air transportation solutions are key for such urban airspace concepts.
Specifically, at the air vehicle level, ability to perform precise tracking of designed
trajectories or flight corridors is a crucial requirement for feasibility of such concepts.
Aforementioned requirement becomes further complicated by real-life variations in
properties such as mass, moment of inertia, aerodynamic properties, power system
properties of the aerial vehicle due to the changes in a huge range of operating
conditions and payload weights. Also, flight control systems should have a certain
level of adaptation, fault tolerance and robustness to avoid catastrophic accidents
in the presence of power system and/or actuation system anomalies. In this thesis,
we present a new reinforcement learning based approach for closed-loop reference
model adaptive flight control system design as to further enhance the adaptation
transient response beyond the existing MRAC and classical CRM-adaptive systems.
The proposed methodology uses reinforcement learning, through an actor-critic agent,
to learn the time-varying adaptation policy using the tracking error observations from

the environment.

From perspective of the control theory, uncertainties, faults, failures and changes in
the mass and aerodynamic properties are the most challenging subjects that should be
considered while designing a flight control system for an aerial vehicle. Adaptive
control theory provides powerful solutions to handle these potentially catastrophic
situations. In a general manner, two types of adaptive control structures are studied,
1.e. indirect and direct adaptive control system. In indirect adaptive control systems,
uncertain parameters in the system dynamics are identified and these are used to adjust

the controller parameters. On the other hand, in direct adaptive control systems,
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Figure 6.1 : Comparison of |e°()| and |u(z)| time history of the dynamic system with
MRAC, CRM and RL-CRM.

parameter estimation is not performed and control system parameters are generated

so that the tracking error converges to zero asymptotically [101, 102].

Model reference adaptive control (MRAC) algorithm is a classical method in
adaptive control system theory in which learning rates are used to tune the system
performance. While a higher value of the learning rate provides fast compensation of
the uncertainties in the system dynamics, it also causes high frequency oscillation in
the control signal. This situation may lead catastrophic accidents especially in aerial

platforms as a result of system fault and failure [103].

Combined/composite model reference adaptive control (CMRAC) system is developed
to handle with the high frequency oscillation in the transient response. In this
algorithm, indirect and direct adaptive control techniques are used together and
estimation error is used in adaptation law in addition to tracking error. Even though the
stability of the CMRAC scheme is established in several studies, rigorous guarantees
are not provided about the improved transients and it remains a conjecture [49, 50].
In addition to the combined/composite scheme, transient response of the MRAC is
improved by using a closed-loop reference model instead of an open-loop one. This

algorithm is called as CRM-adaptive system. Tracking error is also included in the
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Table 6.1 : Comparison of performance metrics in the transient phase.

Performance

TN MRAC (I=0) CRM (I=lpy) RL-CRM
ky 14.9183 3.6694 23723
‘ kg 18.1553 77114 5.4476
Hé‘ 0.0873 0.0333 0.0204
gl 0.2000 0.2058 0.2000
lell 0.4539 0.1929 0.1361
el 0.4539 03831 03765
12 6.4389 2.0465 13889

reference model and it provides an additional design freedom for tuning the control
system. However, there is a trade-off between the improved transient response and
convergence speed of the adaptive parameters. In the case of the slow adaptation,
large tracking error is observed between the original reference model and system
response. Also, a badly chosen CRM-adaptive system parameters may decrease the
system performance and results in water-bed effect. Hence, an optimization process is

critical to obtain a suitable observer gain in the reference model [51-53,67].

Reinforcement learning (RL) is a class of machine learning methodologies which
is developed in computer science community. RL algorithm includes an agent to
interact with the environment and modify the action (i.e. control policy) based on
received observations. In recent years, RL has an increasing demand in feedback
control applications because of its direct relationship with optimal and adaptive control
theories. The combination of these methods results in optimal adaptive controllers
which converges to optimal solution in real-time by using observations from the

environment [104, 105].

One of the key design parameter of the CRM-adaptive system is the observer gain used
in the reference model. In classical CRM-adaptive system design, an optimal value is
determined and used in the process. In this thesis, it is proposed to modify the observer
gain as a time-varying parameter instead of a fixed one. Hence, a time-varying scaling
factor is introduced in the observer gain to increase or decrease its magnitude according
to the observations. By doing so, it is proposed to combine the fast convergence speed
in MRAC and improved transient dynamics in CRM-adaptive system. The scaling
factor is calculated by an actor-critic agent and trained by using deep deterministic

policy gradient (DDPG) algorithm [69]. In training phase, the proposed agent uses
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a reward function and observations to learn the policy for calculating the optimal
scaling factor magnitude. By using the proposed algorithm, transient performance of
the CRM-adaptive system is improved in terms of selected performance metrics such
as L, and L., signal norms and preliminary results are given in Table 6.1. In this table, it
is obvious that the key signal norms are much lower in RL-CRM adaptive system than
MRAC and CRM-adaptive systems which means that the proposed system provides

improved transient response.

In addition, according to the preliminary analysis as given in Figure 6.1, the water-bed
effect is suppressed in the proposed algorithm which is observed in time history of
le?(¢)| and |u(t)| signals. It is important to note that peak magnitude of the |u(7)| is

kept small while minimizing |e°(t)|.

From the robustness point of view, it is important to compensate the variations and
uncertainties in the system parameters especially in the transient phase, i.e. at the
beginning of the adaptation parameter estimation process. The proposed RL-CRM
algorithm is shown to compensate the potential parameter variations, uncertainties
and undesired transients in the dynamical system. In addition, we have demonstrated
through Monte-Carlo analysis that the RL-CRM provides a high level of robustness to

parametric uncertainties of the aerial vehicle.

The remaining of this chapter is organized as follows; in Section 6.1, basic definitions
about the transient response metrics and mathematical model are given. Section
6.2 investigates background for MRAC and CRM-adaptive systems and introduces
the proposed RL-CRM adaptive system structure. In Section 6.3, simulation results
are evaluated and system performances are compared in the presence of parametric

uncertainties.

6.1 Background and Problem Definition

In this section, general definitions of scalar linear mathematical model structure and
aerodynamic parameters of a transport helicopter are presented. Here, it is important to
note that simplified scalar linear model is just an approximation and used to illustrate

the proposed RL-CRM concept.

Mathematical model of a linear scalar plant is given in equation 6.1.
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x(t) =ax(t)+b(u(t)+ f(x)) 6.1)

where, x(7) and u(t) represent system state and control input signal, respectively. a
and b are unknown constant system parameters. Here, it is assumed that the sign of
b is known to provide controllability. System uncertainty is represented by a function
f(x) which is given in equation 6.2. It contains N known basis functions (¢;(x)) and

unknown constants (6;).

N
fx)=Y 6;0;(x) = 6" D(x) (6.2)
=1

where, ®(x) € RV represents the regressor vector which contains Lipschitz-continuous

components ¢ (x) [106].

6.1.1 Helicopter pitch dynamics in hover

Pitch dynamics of a helicopter in hover flight primarily depends on pitch rate (g) and
longitudinal control input (J, ). We assume that forward and vertical speed components
of the helicopter are very small in hover flight phase. Hence, speed derivatives such
as M, and X, are neglected to simplify the mathematical model. In this manner,
pitch dynamics of the helicopter can be modeled as a scalar system which is given

in equation 6.3.

G =Myq+Ms, (8 +f(q)) (6.3)

where M, is pitch damping derivative and Ms, is elevator effectiveness (i.e.
longitudinal control power). Pitch dynamics also includes f(g) (given in equation 6.4)
which represents the system uncertainties as a function of pitch rate and introduces

instability into the open-loop dynamics.

f(g) =-0.01 tanh(? q> =0d(q) (6.4)

For a transport class helicopter, aerodynamic parameters are given as M, =

—0.61(rad/s) and M5, = —6.65(rad /s*) [106].
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6.2 Adaptive Control System Design

In this section, basics of the MRAC and CRM-adaptive systems are reviewed.
Selected performance metrics are presented which are used to perform a quantitative
comparison of the adaptive system performance in the transient phase. Then,
proposed RL-CRM adaptive control structure is introduced and hyperparameters of

the actor-critic agent are given.

6.2.1 Model reference adaptive control system design

In this subsection, model reference adaptive control system is designed to deal with the
system uncertainties. First-order open-loop reference model is used in this structure as

given in equation 6.5.

xp () = am x;,(t) + by, (1) (6.5)
where a,, < 0 and b,, are reference system parameters, x9,(¢) is open-loop reference
model state and r(¢) is command signal for the reference model.

The main goal of the MRAC system is to track the reference model state x9 (7)
asymptotically. Hence, control signal should be designed such that true state tracking

error, given in equation 6.6, tends to zero as time goes to infinity.

(1) = x(t) —x,(¢) (6.6)

The control signal is generated in the form of feedback + feedforward architecture to

handle with the system uncertainties as given in equation 6.7.

8o(t) = ky x+k, r— 67 ®(x) (6.7)

where k,, k. and 6 are estimated feedback and feedforward gains and parameter vector.
These estimations is performed to achieve global, uniform and asymptotic tracking of

the reference model states.

As a result of the Lyapunov Theory, estimation of the adaptation parameters are

obtained as given in equation 6.8 to enforce the closed-loop stability [106].
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>

x(1) = —Ye x(1) €°(t) sgn(b)
k(1) = — r(t) €°(t) sgn(b) (6.8)
6(1) =T P(x(1)) (1) sgn(b)
where, 7,7 and I'g are learning rates which are selected as 9, = 200, ¥, = 200 and

Ty =0.2.

6.2.2 CRM-adaptive control system

Unlike the MRAC structure, a closed-loop reference model is used in the

CRM-adaptive system as shown in equation 6.9.

Am(t) = am X (t) + Dy r(t) — 1(x(1) — x(2)) (6.9)

where, a,,, by, are reference model parameters, x,,(¢) is reference model state, r(¢) is
bounded reference command signal. Also, a,, and / should be negative to obtain stable

reference model and error dynamics [67].

The control law for CRM-adaptive system is the same as the MRAC which is given
in (6.7). However, in parameter update laws of the CRM-adaptive system, given in
equation 6.10, closed-loop reference model tracking error (e(t)) is used instead of the

true error (e°(t)).

>

(1) = =% x(t) e(t) sgn(b)
H(t) =—7r(t) e(t) sgn(b) (6.10)
B(r) =Tp (x(1)) e(t) sgn(b)

tanal

In this case, the same learning rate values are used as given in the MRAC adaptation
law. The closed-loop reference model tracking error is given in equation 6.11 and
defined as the error between the closed-loop reference model states and actual system

states.

e(t) =x(t) —xp(t) (6.11)
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For detailed information about the stability properties of the CRM-adaptive systems,
readers may refer to [51-53,67, 106].

6.2.3 Transient response characteristics

Improvement of the transient response performance is the main contribution of the
CRM-adaptive system. It suppresses high frequency oscillation in adaptive parameters,
control signal and system responses in the transient phase. Hence, it is important
to define the performance metrics for the transient response to evaluate the system

performance.

In [52, 67], several performance metrics are introduced such as

le@)s lle” @)1l

Here, ¢“(t) is true error which is defied as the error between the system response and

Q(I)H ,|[a(t)]| and ||xp(t)].. to characterize the transient response.

open-loop reference model as shown in equation 6.6.

In this study, these metrics are used to characterize the transient response performance
to obtain optimal observer gain for the CRM-adaptive system. Also, quantitative
evaluation of the transient response performances of MRAC, CRM and RL-CRM

adaptive systems are performed based on these metrics.

6.2.3.1 Water-bed effect

As mentioned before, CRM-adaptive system introduces a trade-off between fast
convergence in tracking error e(z) with reduced L, norm of é(t) and true error €°(t).
An optimal choice of adaptation rates and observer gain directly effects the system
performance in terms of ¢“(¢) and u(¢). This is called as the water-bed effect and
it should be considered to avoid transient response performance degradation. In this
study, we assumed that selected adaptation rates are in their optimal values and they
are fixed. We tried to find the optimal value of the observer gain (/) by using the key
signal norms in an optimization process. For more information about the water-bed

effect, readers may refer to [51].

6.2.3.2 Optimal design of observer gain (/) in CRM

CRM-adaptive system has superior transient performance when compared to

the ORMe-adaptive one. Especially, this is observed in the L, norm of
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Transient Response Analysis of CRM-Adaptive System
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Figure 6.2 : Transient response analysis for CRM-adaptive system.

IAcq (1), Iécmd (1), é(t), e(t) and u(t). However, larger values of [ increases L. norm of
gm(t) and Ly norm of ¢°(¢). Hence, there is a trade-off between damped oscillations
and true error magnitude. To visualize this trade-off, a sweep analysis is performed for
I € [-30,0] interval and results are given in Figure 6.2. It is shown that as / decreases,
most of the key signal norms decrease except ||e°|| and ||gy||... It means that as [
decreases, transient oscillations are damped at the cost of increased true error and peak
magnitude in the system response. Hence, an optimization problem is formulated to
obtain optimal value of / by using a cost function J(e°, Iéq, Izcmd, é, u, q,) which is

shown in equation 6.12.

J=|le"()]| + H/Eq(;)H 7100+ ‘ /*ccmd(t)H 100+

[6)]| + 1ol /40 -+ g (o).

(6.12)
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Figure 6.3 : General structure of the CRM-RL.

As a result of the optimization process, optimal observer gain is determined as [, =

—8.9648 and it is shown in Figure 6.2.

6.2.4 RL-CRM adaptive system

As mentioned before, CRM-adaptive controllers improve the transient performance of
the closed-loop system. An optimal value of the observer gain / damps high frequency
oscillations in the adaptive parameters, control signal and system response in the

transient phase at the cost of increased true error and peak response magnitude.

In this section, we introduce a novel CRM-adaptive system in which a variable
observer gain is used to suppress high the frequency oscillations in the key signals
and minimize the true error. In other words, it is aimed to combine the MRAC and

CRM-adaptive algorithms by changing the observer gain.

The proposed algorithm, called as RL-CRM adaptive system, is quite similar to the
classical CRM-adaptive system except its time-varying observer gain in the reference
model. Variable observer gain provides flexibility in the closed-loop system and
changes its dynamics according to the observed true error. At the beginning of
the transient response phase, if high frequency oscillation occurs in true error ¢°(t),
the observer gain is increased by the agent and oscillation is damped. When the
oscillation in the adaptive parameters and system response disappears, the observer

gain value is decreased and the control system behaves like classical model reference
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Figure 6.4 : Actor-Critic agent structure.

adaptive controller. This adaptation in the observer gain provides both fast convergence
of the adaptive control parameters (as in the MRAC) and better transient response

performance (as in the CRM-adaptive system).

Mathematical description of the proposed closed-loop reference model is given in
equation 6.13. Here, [, is optimized observer gain and k() is variable scaling factor

determined by the RL agent.

Im(t) = amxXm(t) +bimr(t) +Lop k(2) e(2) (6.13)

General structure of the proposed RL-CRM adaptive system is given in Figure 6.3. RL
agent is generated based on actor-critic structure and training is preformed by using

Deep Deterministic Policy Gradient (DDPG) algorithm [69].

In the actor-critic agent structure, actor component generates and action (i.e. control
policy) and applies it into the system. Then, critic component compares the estimated
and actual value of that action and quantifies the action optimality [105]. General

structure of the actor-critic agent is given in Figure 6.4.

Hyperparameters of the actor-critic structure of the RL agent are given in Table 6.2.

Training parameters of DDPG algorithm is given in Table 6.3.

In the training phase, the actor-critic agent should be trained by using a reward function
which provides a metric of the system performance. The agent learns the required
action that should be applied to the system to increase the reward. In this study, we

used a reward function as given in equation 6.14. Here, R.,R,,R._, are designed to

€cmd

bound the related signals below the specified value.
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Table 6.2 : Hyperparameters of Actor-Critic agent.

Network Parameter Value
Number of Layers 5

Actor  Learning Rate 0.001
Gradient Threshold 1
Number of Hidden Layers 9

Critic  Learning Rate 0.002
Gradient Threshold 1

Table 6.3 : Training parameters for DDPG algorithm.

Parameter Value
Sample Time 0.005
Target Smooth Factor 0.001
Discount Factor 0.99
Mini-Batch Size 1024
Buffer Length 1E6
R=R,+R, +Recmd (6.14)

where, R.,R, and R are defined in equations 6.15, 6.16 and 6.17.

€cmd

. <o.
R, — 2, 1f\e(t)|._002 6.15)
0, otherwise
£ ()] < 0.
R, — 2, 1f|u(t)]._03 6.16)
0, otherwise
R 2, if|eqmq(t)] <0.01 and r > 1.1 sec 6.17)
fond =10, otherwise '

where, R, R, are used to bound the tracking error and time derivative of the control

signal. R, , is used to specify the settling time bound for the step response.

Observations are another input for the actor-critic agent in both training and simulation
phases. In this study, observations are selected based on the true error which is
the difference between the actual system and open-loop reference model responses.

Observation vector O is given in equation 6.18.

0- {eo(t), (1), / (1) a’t] ' 6.18)



To avoid the high frequency action signal (k(¢)), a low-pass filter (LPF) is used with
T = 0.2 sec on output path of the actor-critic agent. This LPF protects the system from

high-frequency scaling factor variation which may decrease the system safety.

6.3 Simulation Results

In this section, the proposed RL-CRM adaptive system performance is compared
with MRAC and fixed-gain CRM-adaptive systems. Simulations are performed on
simplified pitch dynamics of a transport class helicopter which is given in Section
6.1.1. Transient response characteristics of the closed-loop systems are evaluated for

pitch rate step command in [0 — 4] seconds time interval.

In Figure 6.5, step responses of the MRAC, CRM and RL-CRM adaptive systems are
given. In MRAC case (I = 0), the high frequency oscillation in the transient phase
is observed which is the fundamental problem in MRAC. CRM-adaptive system is
evaluated for different feedback gains in / = [-30, —2] interval to observe its effect on
the transient response performance. In cases with lower feedback gain, faster system
response is obtained at the cost of increased oscillation. On the other hand, in cases
with higher feedback gain, oscillation in the system response is damped at the cost of
higher rise time and peak magnitude. Hence, an optimal observer gain [, is required
and it is obtained as a result of optimization process as mentioned in Section 6.2.3.
System response with the optimal observer gain is given in Figure 6.5. It is shown
that the response of the CRM-adaptive system with optimal observer gain is more

acceptable than the MRAC in terms of the transient dynamics.

The proposed RL-CRM adaptive system response is also given in Figure 6.5. Even
though a little bit higher rise time and settling time, it has better performance than
the CRM-adaptive system in damping the peak response. Time history of the variable

scaling factor k is given in Figure 6.6.

As mentioned in Section 6.2.3, water-bed effect is an important phenomenon for
CRM-adaptive systems due to the trade-off between fast convergence in e(¢) and
increased e°(¢). Also, a badly chosen learning rate and observer gain parameters can
cause a degradation of the adaptive system performance in terms of |e’(z)| and |u(7)|

[52]. In Figure 6.1, water-bed effect on MRAC, CRM and RL-CRM are compared.
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Transient Responses of MRAC, CRM and RL-CRM Adaptive Systems
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Figure 6.5 : Transient Response of the dynamic system with MRAC, CRM and
RL-CRM.

Here, it is shown that RL-CRM adaptive controller provides fast convergence to zero

with low magnitude peak in |e°(¢)| and |u(z)].

To perform a quantitative comparison of transient response performance, L, and
L., norms of several key parameters are calculated for MRAC, CRM and RL-CRM
adaptive systems and results are compared in Table 6.1. Here, it is shown that RL-CRM
has better performance than CRM-adaptive system with optimal observer gain in terms
of selected transient performance metrics. Also, it is important to note that by using

the RL-CRM algorithm, it is possible to decrease both L, norm of time derivative of

25 Time History of the Variable Scaling Factor (k) in Transient Phase
. T T T T T T

15
2
1
0.5
0 1 1 1 1 1 1
0 0.5 1 1.5 2 2.5 3 3.5 4
Time (sec)
Figure 6.6 : Time history of the agent response (scaling factor, k) in the transient
phase.

170



adaptation parameters (k,, kg, ,,8) and true error (e°), simultaneously. This result

cmd?
implies that system response with RL-CRM adaptive controller is closer to the original
model response while the transient oscillations are damped. This is the main trade-off
in the CRM-adaptive control theory and we have optimized this trade-off in real-time

by using variable observer gain in RL-CRM-adaptive controller.

6.3.1 Uncertainty analysis

In this subsection, uncertainty analysis is performed for MRAC, CRM and RL-CRM
adaptive systems. Parameter uncertainty with a £35% level of nominal value is
applied on the M, and Mg, aerodynamics derivatives. Mathematical descriptions of

the inserted uncertainty are given in equation 6.19.

M; ZMq —I—AMq
/ (6.19)
M5e =M5e +AM5€

where, M. 6’1, M é represent the aerodynamics parameter with uncertainty and AM,;, AM s,

represent the added uncertainty.

500-run Monte-Carlo analysis is performed for each controller and system
performances are compared in terms of the mean of L, and L. norms of the key
signals given in the previous section. The result of the Monte-Carlo analysis is given
in Table 6.4. Improvement percentage of the CRM and RL-CRM adaptive systems are
calculated by comparing the signal norms of the MRAC. Here, (~) shows mean of the
500-run simulation results. As seen from the table, the proposed RL-CRM adaptive
system has higher improvement percentage when compared to the CRM-adaptive

system even in the presence of parametric uncertainties.

In addition to the Monte-Carlo analysis, the worst case scenario is evaluated with
—35% parametric uncertainties on both M, and Mg,. |e°(t)| and [i(t)| responses of
the CRM and RL-CRM sytems are given in Figure 6.7 for this case. In this figure,
it is shown that the proposed RL-CRM adaptive system has better performance than
the CRM-adaptive system even in the worst case scenario with —35% parametric
uncertainty. However, for —35% level of uncertainty, oscillation is observed on

|u(t)| response which increases L, norm of the signal which is an undesirable
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Table 6.4 : 500-Run Monte-Carlo analysis results of the MRAC, CRM and RL-CRM
adaptive systems.

Performance | MRAC CRM  Improvement Improvement

Metrics (1=0) | (I=lop) (%) RL-CRM (%)

lAcq 152114 | 3.7341 75.4520 2.4489 83.9008

llcqm, 18.4647 | 7.8298 57.5958 5.5146 70.1344

0 0.0888 | 0.0338 61.9369 0.0207 76.6892

|G| oo 0.2 0.2064 -3.2 0.2 -

[le]] 0.4616 | 0.1957 57.6039 0.1379 70.1256

[lee]| 0.4616 | 0.3928 14.9047 0.3886 15.8145

|| 6.5704 | 2.0811 68.3262 1.4163 78.4290

Table 6.5 : Robustness analysis results of the MRAC, CRM and RL-CRM adaptive
systems in the worst case scenario.

Performance | MRAC CRM  Improvement Improvement
Metrics (1=0) | I=1lop) (%) RL-CRM (%)
fcq 19.7655 | 4.9225 75.0955 3.4801 82.3931
Hl%%'md 22.9284 | 9.4137 58.9431 6.4318 71.9483
0 0.1103 | 0.0407 63.1010 0.0246 77.6972
|G| oo 0.2 0.2171 -8.5500 0.2005 -0.2500
[le]] 0.5732 | 0.2353 58.9498 0.1608 71.9470
[le?]| 0.5732 | 0.5101 11.0084 0.5214 9.0370
||| 8.5403 | 2.6274 69.2353 1.8001 78.9223

situation. Beyond this uncertainty level, system performance decreases and additional

precautions should be considered.

Step responses of the CRM and RL-CRM adaptive systems are compared in Figure
6.8 for the worst case scenario. In this figure, it is shown that the proposed RL-CRM
system has lower peak response than the CRM-adaptive system in the worst case
scenario. Also, difference between the peak responses in the nominal case and the

worst case is much lower in the RL-CRM system than the difference in the CRM.

Robustness analysis of the MRAC, CRM and RL-CRM adaptive systems in the worst
case scenario is performed and results are given in Table 6.5. Here, it is observed that
the proposed RL-CRM adaptive system provides almost same level of improvements
on the key signal norms when compared to the Monte-Carlo analysis given in Table

6.4.
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Figure 6.7 : Comparison of |e’(¢)| and |i(¢)| time history of the CRM and RL-CRM
systems in the presence of —35% parametric uncertainty.
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7. CONCLUSIONS AND RECOMMENDATIONS

The urban air mobility concept consists of several key aspects such as ATM/UTM
airspace integration, UAM business models, infrastructures and vehicle technologies
such as power, battery, safety and autonomy. This thesis focuses on mathematical
modeling and flight control system design approaches which provide fundamental
requirements for the safety and autonomy. General overview of the UAM concept
is given again in Figure 7.1 to enhance completeness of the study. The main focus
of this thesis is mathematical modeling and flight control system design applications

which are covered by "Key Vehicle Technologies" of the UAM concept in Figure 7.1.

In this thesis, we proposed modeling and control of tilt-wing, fixed-wing and
rotary-wing unmanned aerial platforms. As a demonstration of the physics-based
modeling approach, complete 6-DoF nonlinear mathematical model of the tilt-rotor
Turac UAV, which is valid for hover, transition and forward flight regimes,
is developed. This model contains propeller-induced and free-airstream effects
and airspeed dependent characteristics of the propulsion system. In this
approach, aerodynamic parameters are obtained by using CFD analysis. Forward-
(hover-to-cruise) and back-transition (cruise-to-hover) scenarios are investigated and
developed for the Turac UAV. Transition scenarios consist of a schedule for total
airspeed, angle of attack and thrust levels of both the tilt-rotors and coaxial fan group.
The scheduled data may be used as a pilot cue or command signal dataset for the flight
control system. Transition algorithms between hover-to-cruise and cruise-to-hover are
described step-by-step. Real-time 6-DoF simulations are performed for hover-to-cruise
and cruise-to-hover flight by using the developed transition scenario dataset. We
present the simulation results and demonstrate the successful transition of the Turac

in experiment.

As the first demonstration of the desktop-to-flight design workflow, we provided
a model-based flight control system design approach for a fixed-wing UAV using

integrated flight testing and HIL simulation. The baseline nonlinear model is
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Figure 7.1 : General overview of the key aspects of urban air mobility concept.

developed by utilizing the first-principle method as a basis for the preliminary
studies. Then, linear dynamical models of the UAV are identified by using the
frequency-domain system identification process in CIFER software. The aerodynamic
database is updated based on the identified parameters. To track a moving ground target
by a downward-facing body-fixed camera, required handling qualities are defined,
some of them are scaled-down and attitude control system is designed by using the
CONDUIT software. The HIL simulation system is used for the initial tests of the
proposed closed-loop dynamics. Frequency responses of the legacy controller are
obtained for closed-loop, broken-loop and disturbance rejection dynamics and they
compared with the dynamical characteristics of the proposed controller. To evaluate
the attitude-control / attitude-hold performance of the proposed and legacy controllers,
level flight and doublet signal reference tracking flight tests are performed. The results
demonstrate that the proposed methodology and the resulting control system provides
higher performance and robust disturbance rejection in face of real-world conditions

such as turbulence and winds.

As the second demonstration of the desktop-to-flight design workflow, it is applied on
an highly agile quadrotor platform to obtain suitable inner- and outer-loop controllers
for high precision and agile trajectory tracking missions. The frequency-domain
system identification process is utilized in CIFER for both hover/low speed and

fast forward flight phases to identify the bare-airframe dynamics. Then, obtained
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point models are stitched and quasi-nonlinear simulation environment is generated.
Inner- and outer-loop legacy controllers are modified for the trajectory tracking
mission and optimized controller parameters are determined by using multi-objective
optimization based controller design process in CONDUIT. The trajectory tracking
and aggressiveness of the legacy and optimized closed-loop systems are evaluated
by utilizing Monte-Carlo simulations and outdoor flight tests. The results indicate
that, similar to the dynamical behavior as a full-scale rotorcraft, there are significant
deviations in bare-airframe dynamics of the quadrotor platform in hover and forward
flight conditions. In comparison to classical control designs, the optimized controllers
(across hover/low speed and high forward speed flight conditions) show significant
precision, predictability and robustness. Future works may focus on further improving
the reference signal tracking performance of the racer quadrotor platform in higher

speed (20-32 m/s) forward flight.

In the last part of the thesis, RL-CRM adaptive system is developed to improve
the transient performance of the fixed-gain CRM-adaptive system. In the proposed
algorithm, a variable scaling factor is introduced to scale-up and scale-down the
optimal observer gain during the transient response phase. An actor-critic agent is
trained by using DDPG algorithm to learn the scaling policy of the observer gain.
Simulation studies are performed on simplified pitch dynamics model of a transport
helicopter with parametric uncertainties and results show that the proposed algorithm
has superior transient performance than MRAC and optimal fixed-gain CRM-adaptive
systems in terms of key performance metrics. In future works of the RL-CRM adaptive
system, several pre-selected controller parameters such as adaptation rates and time
constant of the agent LPF may be considered as free design parameters and included
in the optimization process. In addition, fragility of the proposed system may be
investigated and uncertainty effects can be included in the training phase to improve the
robustness against parametric uncertainty. Modification of the cost function may also
be considered. Several cost functions may be developed and their effects on the system
performance may be evaluated. Also, the proposed algorithm may be extended for
multi-input-multi-output systems and comprehensive stability and robustness analysis
may be performed on a high-fidelity simulation environment of an unmanned aerial

vehicle.
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To sum up all of the above mentioned concluding remarks, a brief and concise
comparison of the state-of-the-art and contribution of this thesis are summarized and

listed in Table 7.1.

178



Table 7.1 : Comparison of the state-of-the-art and thesis contributions.

State-of-Art

Thesis Contribution

Turac VTOL UAV

Aerodynamics effects in the transition
phase are studied based on several
simplifications and assumptions. In most
of the studies, propeller-induced airflow
effects in the transition phase are either
neglected or modeled in a simple way
such as a linear function of the tilt angle.

A detailed and new aerodynamics and
trim methodology is developed including
free airstream and propeller-induced
airstream effects on the UAV airframe.
Propeller-induced airstream effects are
modeled by using 2D Vortex Lattice
Method (VLM) and momentum theory.
The new mathematical model and the
methodology that was developed has
been referenced and applied in numerous
follow up studies.

Applications of Desktop-to-Flight Control System Design Workflow

Desktop-to-flight control system design
workflow has been developed by US
Army, Universities Space Research
Association and NASA. There are lots of
successfully applications on manned
aerial vehicles.

Up to authors’ knowledge, several local
defense companies have started to use
this design workflow, however the full
cycle has not been demonstrated and it
has not been applied on academic
research realm. This thesis is the first full
cycle (system identification, control
system design, verification,) application
of the workflow in a research laboratory
in Turkey. This work has increased the
maturity of the theoretical research and
provided a much needed baseline
controller design process to which every
new is benchmarked against. Both the
process and the results have provided a
breakthrough in local micro UAV control
system design and implementation
methodology extending it beyond
empiric gain tuning.

The design workflow has also been used
for unmanned aerial vehicles such as
fixed-wing and non-agile rotary-wing
platforms in recent years with promising
results.

In this thesis, the design workflow is
applied on a fixed-wing and agile
quadrotor platforms. To the authors’
knowledge, it is the first time that the
design workflow is applied on a
highly-agile multi-copter platform which
has a significantly wider flight envelope
and thus providing modeling challenges
that need to be addressed. The model as
developed has been used in designing
agile flight control systems which
demonstrate significant agility metrics in
performance not demonstrated in
previous autonomous flight designs.
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Table 7.1 (continued): Comparison of the state-of-the-art and thesis contributions.

State-of-Art Thesis Contribution

In this thesis, we introduced a new
reinforcement learning (RL) based
CRM-adaptive control methodology
which utilizes time-varying feedback
gain of the closed-loop reference model.
The variation policy of this gain is
determined by an RL agent which is
trained by utilizing the deep
deterministic policy gradient algorithm.
This modification provides almost 10%
improvement in the transient response
performance in terms of key signal
norms when compared to the optimized
fixed-gain CRM-adaptive system.

Closed-loop reference model (CRM)
adaptive control system has been
developed to increase the transient
response performance of the system.
Fixed feedback gain of the reference
model is determined by utilizing an
optimization process.

RL-CRM Adaptive System
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